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Executive Summary
The TIMES project’s objective is to construct an intelligent radio environment capable of functioning in complex
industrial environments, offering performance comparable to wired networks. Central to this endeavor is the
adoption of Terahertz (THz) communications as the primary technological catalyst. Leveraging the abundant
radio resources in THz bands and the sensor-friendly attributes of THz signals, the project aims to facilitate
extremely high data rates (measured in terabits per second), ultra-low latency, precise sensing capabilities, and
high reliability. However, working with THz frequencies poses significant challenges, particularly in channel
propagation.

To tackle these challenges, the project focuses on exploiting smart propagation environments and multi-goal
mesh-based THz radio networks able to guarantee wired-like performance and support heterogeneous de-
vices. In particular, this deliverable is divided in two main parts: the first part, corresponding to Section 2,
presents preliminary findings on physical level issues related to smart propagation environments, the second
one, presented in Section 3, describes intermediate outcomes on the most important aspects related to the
optimization of THz-based multi-goal mesh networks.
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1 Introduction
The TIMES project envisions a smart radio ecosystem operating at THz frequencies able to achieve wired like
performance and support a large number of heterogeneous devices in complex scenarios such as industrial
environments. One of the main objective of the project is to develop the innovative "intelligent and multi-goal
mesh network" concept, where the radio access network is assisted by a smart propagation environment
made of active nodes and metasurfaces interconnected in a mesh topology and leverages intelligent MAC and
networking protocols.

A key focus is on the use of metasurfaces such as Reflective Intelligent Surfaces (RISs) and metaprisms to
enhance physical layer performance, particularly in the THz range, which is crucial for enabling high data-
rate applications in complex scenarios. Accordingly, the first part of this document explores various facets
of RIS, such as their performance at THz frequencies, their impact on Multiple-Input-Multiple-Output (MIMO)
channels, and their effectiveness under phase error conditions. Additionally, the role of metaprisms and their
communications and sensing applications within industrial environments is examined. The implementation of a
simulation tool able to evaluate the performance of smart propagation environments with a high level of realism
is discussed.

The second part of the document delves into the design of THz-tailored Medium Access Control (MAC) pro-
tocols from a network-level perspective. In particular, it addresses the deployment of sensors in real factory
settings, focusing on the challenges and innovations required to handle the vast and heterogeneous amounts
of data generated by these sensors. Indeed, these scenarios are extremely challenging from the design of
mobile radio networks, as the number of sensors, as well as the corresponding data-rates, produce network
throughput that can be as large as tens of Gbit/s, and sensor miniaturization imposes another fundamental
constraint. The document then discusses the implications of these challenges on THz-based MAC proto-
cols, by also considering two network architectures, star and mesh, and the main peculiarities of such high
frequencies. The implications of employing RISs and smart propagation environments are also preliminarily
analyzed.

It is deemed appropriate to point out that the results reported in this document are preliminary as the aforemen-
tioned activities are still ongoing. The final outcomes will be presented in a subsequent report and will provide
more detailed design guidelines for the optimization of THz-based multi-goal mesh networks and exploitation
of smart propagation environments.

1.1 Scope

This deliverable presents enhanced opportunities offered by the exploitation of intelligent reflecting surfaces
within multi-goal mesh networks. It also describes the intermediate outcomes concerning multi-goal network
optimization schemes and MAC procedures developed for THz-based mesh networks.

1.2 Audience

This report is intended for public use.

1.3 Structure

This deliverable is organized in two main parts: the first part, corresponding to Section 2, mainly deals with
physical level issues related to smart propagation environments, the second one, presented in Section 3,
addresses the most important aspects of optimization of THz-based mesh networks.

In details, Section 2 first briefly introduces the channel models of THz propagation and then investigates the
theoretic potentials of employing RISs. This investigation is eventually employed to study the performance of
RIS-enhanced factory environments. To make these studies more realistic, we will evaluate the impact of RF
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impairments on RIS-based networks at THz. A multi-carrier approach employing passive metaprisms is also
considered. The study of the potentials of THz channels for enhancing sensing and localization with the use of
RISs concludes this section. Eventually, the SW tool Simulator for Mobile Networks (SiMoNe) will be employed
to integrate and evaluate selected solutions proposed in this deliverable.

After both the characterization of the PHY layer and the exploitation of RIS at THz frequencies, Section 3
shifts focus to higher-layer aspects, specifically the design and validation of MAC protocol features tailored for
THz networks, encompassing both star and mesh network architectures. Initially, the section delineates the
complex industrial environment under consideration, namely Robopac-Aetna and Bi-Rex, and its correspond-
ing modeling. Subsequently, we assess the performance of well-established contention-based MAC protocols,
namely Slotted and Unslotted Aloha, within the context of a star network topology operating at THz frequen-
cies. To address the identified challenges posed by the unique characteristics of THz frequencies, we further
propose an optimization strategy employing mesh networking at these frequencies, facilitated by a custom
MAC protocol solution. Finally, we elucidate the potential integration of a PHY layer incorporating RISs into the
proposed network simulator, concluding with a summary of findings.
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2 THz communications in smart propagation environ-
ments

Smart propagation environments refer to advanced systems and technologies designed to optimize the trans-
mission and reception of wireless signals. These environments utilize intelligent infrastructure and adaptive
technologies to enhance signal quality, coverage, and overall network performance. In particular, this section
studies communication and sensing techniques in smart propagation environments in a factory ecosystem,
particularly focusing on the physical layer in the THz range. Among the smart propagation environments, RISs
are planar structures, often called metasurfaces, composed of cells designed to control electromagnetic waves
with unprecedented flexibility and efficiency. They are further classified into various categories based on their
specific design, functionality, and applications. Various technologies exist for creating RIS, each adhering to its
own specific model. Broadly, RIS can be categorized into two types: those with cells acting as small radiating
elements with tunable load impedance [1–4] and subwavelength RIS that modify the electromagnetic (EM)
field and can be modelled as impedance sheets [5–9]. Although the concepts and novel solutions discussed
below can be in principle applicable to both types, for the sake of clarity and analysis, we primarily focus on
the former category in this deliverable.

First, in Sect. 2.1 the performance of RISs at THz frequencies are studied by evaluating the impact of a
number of parameters in the system design. In particular, the section is structured to: 1) briefly introduce the
channel models used to properly describe the propagation scenarios, 2) evaluate the RIS-assisted propagation
scenario as a function of the locations of the system entities and the RIS size, and 3) investigate the achievable
throughput of the RIS-aided architecture as a function of the main system parameters.

The potentials of the RIS in a line-of-sight (LoS) MIMO channel are analyzed in Sect. 2.2. The high-rank LoS-
MIMO channel created by RIS in the radiative near-field allows for parallel communication via eigenchannels,
significantly boosting link capacity compared to a direct link.

In order to develop a more realistic model of the smart propagation environments, Sect. 2.3 evaluates the
performance of an RIS-assisted communication link when the reflecting elements have phase errors. The
impact of these errors on average SNR (Signal-to-Noise Ratio) and spectral efficiency is highlighted.

Metaprisms are a particular class of passive smart environments and Sect. 2.4 introduces metaprisms as a
static Frequency Selective Surface (FSS), which offers different reflection behaviours based on the incident
signal’s spectral characteristics. This section details: 1) the system model, 2) the frequency-dependent phase
profile and its application in beam steering, 3) non-line-of-sight (NLoS) conditions, and LoS with a transmitted
antenna array. The performance is visualized using signal-to-noise-ratio (SNR) heat maps.

The characteristics of intelligent surfaces can be exploited for both imaging and location. Sect. 2.5 presents
algorithms designed for localization in NLoS conditions by using the metaprism introduced in Sect. 2.4. Addi-
tionally, Sect. 2.5 addresses near-field imaging using extremely large-scale MIMO (XL-MIMO) antennas and
RIS. The section details a system for holographic imaging, where a fixed transmitting antenna array illuminates
a Region of Interest (ROI) and a fixed receiving array estimates the ROI’s scattering coefficients. The optimal
illumination signal and RIS configuration are derived, and successful image retrieval from an industrial ROI is
presented to validate the proposed imaging algorithm.

Finally, Sect. 2.6 introduces SiMoNe, a simulation tool designed for evaluating the algorithms proposed in this
Deliverable. The main focus of this activity has been to lay the groundwork in preparation for a successive SW
release.

2.1 Performance and design of RIS at THz

Considering the deterministic channel modelling detailed in [10], we begin by comparing the channel gain
experienced by the User Equipment (UE) in the LoS scenario (the direct link between the base station (BS)
and the UE), with the channel gain measured in the NLoS scenario (i.e., without the BS-UE direct link, and
hence BS and UE are connected through the RIS).
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Parameter Value Parameter Value

Carrier frequency fc = 100÷ 1, 000GHz Wavelength λ = 0.3÷ 3mm

Antenna area A =
(
λ
4

)2
Array height h = 0÷ 5 m

Horizontal spacing dH = λ/2 Vertical spacing dV = λ/2

Table 1: RIS parameters.
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Figure 1: Diagram of the 2D planar array located in the XY -plane.

2.1.1 Channel models

To introduce the effects of the propagation channel, we consider the planar array shown in Figure 1, detailed
in [10]. The array consists of NV horizontal rows and NH antennas per row, for a total of N = NHNV antennas.
Each antenna is a squared patch antenna and has an area A. The spacing (between edges) is dH and dV
along the horizontal and vertical directions, respectively. Thus, the horizontal and vertical lengths of the array
are respectively given by

LH = NH

√
A+ (NH − 1) dH (1)

LV = NV

√
A+ (NV − 1) dV. (2)

The antennas are numbered from left to right and from the bottom row to the top row so that antenna n is
located at rn = [xn, yn, zn]

T, where

xn = ∆H

(
−NH − 1

2
+ mod (n − 1,NH)

)
(3)

yn = ∆V

(
−NV − 1

2
+ ⌊(n − 1)/NH⌋

)
(4)

with ∆H =
√
A+ dH and ∆V =

√
A+ dV, and zn is the height of the nth radiating element of the array.

The mathematical model employed to describe the propagation channel depends on the distance dTx−Rx

between the transmitter and the receiver. When dTx−Rx is smaller than the Fraunhofer distance, computed
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as

dF = 2
L2H + L2V

λ
, (5)

then the channel can be described as near-field (NF), while when it is dTx−Rx > dF the propagation takes place
in the so-called far-field (FF) region.

Near-field channel model To model the channel vector hNF between the planar array and a generic single-
antenna device located in p = [x , y , z ]T, we assume that the transmission makes use of Y -polarized signals
when traveling in the Z direction. Under this hypothesis,

hNF =
[∣∣∣h1NF∣∣∣ e jφNF

1 ,
∣∣∣h2NF∣∣∣ e jφNF

2 , ... ,
∣∣∣hNNF

∣∣∣ e jφNF
N

]
(6)

where the (squared) amplitude of each radiating element n is

∣∣hNFn

∣∣2 = 1

12π

1∑
i=0

1∑
j=0

gi (∆xn) gj (∆yn) |∆zn|(
g2
j (∆yn) + ∆z2n

)√
g2
i (∆xn) + g2

j (∆yn) + ∆z2n

+
1

6π

1∑
i=0

1∑
j=0

tan−1

 gi (∆xn) gj (∆yn)

|∆zn|
√
g2
i (∆xn) + g2

j (∆yn) + ∆z2n

, (7)

where

gi (α) ≜
√
A/2 + (−1)i α, (8)

and

∆xn = x − xn, (9)
∆yn = y − yn, (10)
∆zn = z − zn, (11)

whereas the phase can be obtained as

φNF
n = 2π mod

(
||rn − p||

λ
, 1

)
. (12)

Far-field channel model Note that the NF model introduced in (6) represents the most general one, which
is valid irrespective of the distance between the transmitter and the receiver. When the propagation takes place
in the so-called FF region, the channel vector can be approximated as follows:

hFF =
[∣∣∣h1FF∣∣∣ e jφFF

1 ,
∣∣∣h2FF∣∣∣ e jφFF

2 , ... ,
∣∣∣hNFF

∣∣∣ e jφFF
N

]
(13)

where the (squared) amplitude of each radiating element n is∣∣hFFn ∣∣2 = NA cosφ

4πd2
, (14)

where d = ||r⌊N/2⌋ − p|| is the distance of the receiver from the center of the array and φ ∈ [−π/2,+π/2] is the
azimuth angle, and

φFF
n = kT (φ, θ) rn, (15)

where k (φ, θ) = 2π
λ [cos θ sinφ, sin θ, cos θ cosφ]T is the wave vector [11].
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Figure 2: A communication system employing a RIS to enhance its performance.

RIS channel model Figure 2 shows a downlink communication system featuring a RIS equipped with N
reflecting elements, aimed at enhancing communications from a BS with M antennas to a single-antenna user,
situated near the RIS.

Because the signal impinges on the RIS and is reflected towards the user, the link between the BS and the RIS
is obtained as the cascade of two channels: G ∈ CN×M , which is the baseband equivalent wireless channel
between the BS and the RIS, and hr ∈ C1×N , the baseband equivalent wireless channel between the RIS and
the user. If also the direct link hd ∈ C1×M between the BS and the user is present, the received user’s signal
can be expressed as

y = (hrΘG+ hd)x (16)

where Θ denotes the N × N reflection coefficient matrix and x is the transmitted signal. The link gains hr, G
and hd follow the propagation model of standard wireless links and can be modelled employing the near-field
of far-field channel model depending on the various system parameters. In practice, it is reasonable to assume
that the connection between the BS and the RIS is in line-of-sight because both devices are in fixed positions,
optimized for improving the system performance, while the nature of the other links depends on the propagation
scenario and the user’s position. In general, RISs are passive devices in terms of gain and, accordingly, the
coefficient matrix is usually modelled as a diagonal matrix Θ = diag[e jθ1 , e jθ2 , ... , e jθN ], where the main diagonal
is a vector of phase offsets.

Dimensioning Θ is a very challenging task and it is usually done by solving specific optimization problems,
rendered more difficult by the nonconvex constraint that the module of each RIS coefficient is unitary. A
very specific case is the one where the number of antenna elements at the BS is M = 1, so that the matrix
G = [g(1)e jφg (1), g(2)e jφg (2), ... , g(N)e jφg (N)] becomes a column vector and both the direct link hd = |hd |e jφ0

and the cascaded channel gain hR = hrΘG are scalars. In this case, it is

hR =
N∑

n=1

hr (n)g(n)e
j(φr (n)+φg (n)+θn). (17)

The gain of the cascaded channel is maximized when all the components of the vectors hr and G sum coher-
ently. According to the same principle, when the direct link is present the gain of the combined channel hd +hR
is maximum when the cascaded channel and the direct link are aligned. Thus, by choosing

θn = − (φr (n) + φg (n)) + φ0, (18)

the cascaded channel simplifies to

hR =
N∑

n=1

hr (n)g(n)e
jφ0 , (19)
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Figure 3: Difference in the amplitude (left axis) and phase (right axis) between the NF model and the FF
approximation.

and

|hR | =
N∑

n=1

hr (n)g(n). (20)

In the remainder of this document, anytime we deal with a system where the BS and the UE are equipped with
a single antenna, the RIS coefficients are chosen according to (18).

A comparison of the value of hR for near-field and far-field channel models By performing an
analysis similar to the one proposed in [12], let us analyze the differences in amplitude and phase between the
NF and the FF models. A numerical example is reported in Figure 3, which reports the case of a squared RIS
equipped with N = 10, 000 radiating elements, located in between a single-antenna BS (and hence M = 1)
and a single-antenna UE. To better visualize the scenario, let us focus on the one represented in Figure 4, in
which the RIS is located in the XY plane in the origin of the reference system: r = (0, 0, 0). The BS and the
UE are spaced apart by a distance d0, and are located symmetrically concerning the Z axis, such that the BS’s
coordinates b and the UE’s coordinates u are as follows: b = (−d0/2, 0, δ) and u = (+d0/2, 0, δ), where δ is
the distance of both the BS and the UE from the RIS on the azimuthal plane, and all entities are located at the
same height (otherwise stated, the RIS is not elevated with respect to the UE – we will relax this hypothesis in
the remainder of the document).

For our numerical investigation, we consider d0 = 20m and δ = 4m with respect to the line joining BS and UE.
Three frequencies are considered, f0 = [100, 300, 1000] GHz, using a spacing across elements equal to λ/2

and each element’s area equal to (λ/4)2. Amplitude variations between NF and FF models (with each model
indicated by the superscript) are reported with dotted lines (using the left axis), whereas phase variations
between NF and FF models are represented by the solid lines (using the right axis). While the amplitude
variations are negligible, the phase variations are significant, even for 100GHz. As better detailed in the
next sections, this might have an impact, especially when the distance across the devices grows large, thus
approaching (or even going beyond) the Fraunhofer distance [10].

2.1.2 Dimensioning the RIS

For simplicity, we assume both the BS and the UE as single-antenna devices, so that it is M = 1, whereas the
RIS is equipped with a uniform planar array (UPA) with N = NHNV radiating elements.
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Figure 4: Toy example of RIS-assisted propagation scenario with symmetric placement of BS and UE.

Near-field analysis In this paragraph, we investigate a number of toy scenarios, that are ancillary to eval-
uate the gain introduced by the RIS to offset the extra-propagation path attenuation introduced by the NLoS
(i.e., through the RIS, without the direct link) scenario compared to the LoS (i.e., direct-link BS-UE) one. We
start by considering the NF propagation model introduced in Sect. 2.1.1, in which the norm of the channel gain
of a generic link, between a single-antenna device and a multi-antenna device equipped with N antennas, can
be measured as (6). By using the parameters listed in Table 1, throughout the section we consider A = (λ/4)2,
where λ = c/f0 is the carrier wavelength, and c and f0 denote the speed of the light and the carrier frequency,
respectively.

To better visualize the problem under investigation, let us again focus on the scenario represented in Figure 4.
The formulation (7) applies in a single-hop channel, such as the LoS one between the BS and the UE: hd . In the
case of a RIS-aided scenario, we can consider the well-known cascaded channel model detailed in Sect. 2.1.1.
Under the hypothesis of perfect channel state information (CSI) information, and thus using a beamforming
matrix Θ which coherently combines the phase of each component of the N-dimensional channel vectors in
the BS-to-RIS link, and the RIS-to-UE link, as in (18), the squared amplitude of the cascaded channel gain hR
is equal to the sum of the products of the squared amplitude of the channel gains of each link, as in (20).

For the sake of simplicity, we assume that both the single-element antennas used by BS and the UE do not
discriminate across different angles of arrival, and hence the gains do not depend on either the azimuth or the
elevation angles. Following the notation introduced in Sect. 2.1.1, N = 1, r = b and p = u, and hence ∆z = d0,
and ∆x = ∆y = 0.1 Based on (7), the LoS channel gain has an amplitude equal to

∣∣hNFd

∣∣2 = 1

3π

Ad0

(A+ 4d2
0 )
√
A/2 + d2

0

+
2

3π
tan−1

(
A

4d0
√
A/2 + d2

0

)
, (21)

where the superscript NF is used to emphasize that the NF model is used.

In the case of the RIS equipped with N radiating elements, the squared norm of the cascaded channel is
|hNFR | =

∑N
n=1 h

NF
r (n) · gNF(n), given by (20), where each component of the sum is modeled by (7), with p = b

and p = u, respectively.

While we cannot compute the closed-form expression, we can numerically solve∣∣hNFd

∣∣ = ∣∣hNFR

∣∣ , (22)

that yields the results illustrated in Figure 5, which reports the RIS size (plotted as log10 N instead of N, to better
appreciate the variations in the colormap) as a function of the carrier frequency (left axis) and of the distance δ
on the azimuthal plane (bottom axis). As can be seen, for a given δ, increasing the carrier frequency increases
N, due to a more severe path loss (which counts twice in the cascaded channel compared to the LoS link): as
an example, when δ = 2m and f0 = 300GHz, a RIS with N ≊ 370, 000 radiating elements is required.

1To properly account for the relative azimuth and elevation between the BS and the UE, a rotation of the reference
system must be applied, so that x ′

u = xb − (zu − zb) and z ′u = zb − (xu − xb), while y ′
u = yu.
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For a given f0, in the selected scenario the behaviour of N is not monotonically increasing, due to the following
reason. When δ is small, both the BS and the UE are located far away from the boresight direction of the RIS,
and hence the reduced RIS-UE distance d1 (25) is overwhelmed by the poor RIS antenna gain. As δ increases,
despite the fact that also the distance d1 increases (and with it the path loss, according to (26)), both the BS
and the UE get closer to the direction of maximum gain (i.e., φ1 becomes smaller), and hence the necessary
N reduces. This trend continues up to a certain distance δ⋆ (with the selected parameters, δ⋆ ≊ 7m for almost
all considered frequencies): since then, N becomes increasing again, as the RIS gain cannot keep the pace
with the increased path loss. As an example, Figure 6 reports N as a function of δ for f0 = 300GHz.

Figure 5: RIS size N as a function of the carrier frequency f0 and the distance δ on the azimuthal plane to
equalize LoS and NLoS RIS-aided paths (near-field scenario).
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Figure 6: RIS size N as a function of the distance δ on the azimuthal plane to equalize LoS and NLoS RIS-
aided paths (near-field scenario, f0 = 300GHz).

Let us now remove the constraint of symmetry considered in Figure 4, and let us consider the scenario plotted
in Figure 7. This means that we want to investigate the behavior of the RIS size when, for a given distance δ,
we move the RIS closer to either the UE or the BS. Otherwise stated, for a given distance d0, the coordinate
x = xu (i.e., UE X -coordinate) takes all the values in the range [0, d0], with x = 0 denoting the UE right in front
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Figure 7: Toy example of RIS-assisted propagation scenario with asymmetric placement of BS and UE.

of the RIS, and x = d0 denoting the opposite case of the BS placed in front of the RIS.

Since now u = (x , 0, δ) and b = (x−d0, 0, δ), we can conduct the same numerical analysis performed above, in
which it is easy to verify that the case investigated in Figure 4 is a special case of Figure 7, where x = d0/2. We
can thus obtain Figure 8, which reports the RIS size (plotted as log10 N instead of N, to better appreciate the
variations in the colormap) as a function of the carrier frequency (left axis) and of the UE’s X coordinate, given
the distance δ = 4m and the BS-UE distance d0. As can be seen, due to the fact that both the BS and the UE
are single-antenna devices, the results are symmetric with respect to the UE X -coordinate xu = d0/2 (which
also yields the same results of Figure 5, computed for the considered δ). In particular, xu = d0/2 represents
the worst case, as the combination of path loss and RIS directivity is the worst one. As before, increasing the
carrier frequency calls for an increasing number of radiating elements N.

Figure 8: RIS size N as a function of the carrier frequency f0 and the UE X -coordinate xu to equalize LoS and
NLoS RIS-aided paths (d0 = 20m, δ = 4m, using the scenario of Figure 7) (near-field scenario).

Far-field analysis Let us conduct the same analysis when considering the FF propagation model intro-
duced in Sect. 2.1.1 instead of the relation (7). Under this hypothesis, thanks to the duality of the wireless
channel in both the uplink and the downlink, each radiating element n of the RIS depicted in Figure 1 experi-
ences a channel gain (13) [12]. Using the notation introduced in Sect. 2.1.2, p = b in the case of the BS, and
p = u in the case of the UE).
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Let us consider again the scenario reported in Figure 4, in which there is only one radiating element at both
the BS and the UE. Based on (14), since N = 1, the LoS channel gain has a module equal to

∣∣hFFd ∣∣ =
√

A

4πd2
0

, (23)

since the azimuth angle is 0 (see Figure 4), and where the superscript FF is used to emphasize that the FF
model is used.

To compute the amplitude of the channel gains gFF(n) between the BS and the RIS, and of the channel gains
hFFr (n) between the RIS and the UE, we need to compute the distance d1 and the azimuth φ1 (which is common
to both the BS and the UE. It is easy to verify that

φ1 = tan−1

(
d0
2δ

)
(24)

and

d1 =
d0

2 sinφ1
. (25)

As a consequence, since the RIS is equipped with N antennas, in the FF hypothesis we have that the squared
amplitude of the cascaded channel is equal to

gFF(n) = hFFr (n)

√
A cosφ1

4π [d0/ (2 sinφ1)]
2 =

√
A cosφ1 sin

2 φ1

πd2
0

. (26)

In order to compute the necessary RIS size which guarantees that the amplitude of the cascaded channel
equals the LoS channel, we can investigate the equality |hFFd | = |hFFR | =

∑N
n=1 h

FF
r (n) · gFF(n), where the right-

hand side corresponds to the norm of the cascaded channel. By simple manipulations, we get

N =
d0

cosφ1 sin
2 φ1

√
π

4A
, (27)

whose behavior as a function of f0 and δ is plotted in Figure 9.

The same trends observed in Figure 5 are confirmed in Figure 9. However, it is interesting to evaluate the
difference ∆N = NNF − NFF between the RIS size NNF, computed numerically and plotted in Figure 5, and the
RIS size NFF, computed as in (27) and plotted in Figure 9. The analysis is presented in Figure 10. Note that,
while for low frequencies, ∆N ≊ 0, as NF and FF propagation conditions are almost coincident (confirming
the findings of [12] and [10]), when increasing f0 the two solutions differ. In particular, the FF approximation
may significantly over-estimate the number N of necessary radiating elements, especially when considering a
distance δ which departs from the one that minimizes N (i.e., δ⋆ introduced in Sect. 2.1.2). As a conclusion, it
is recommended to adopt the NF channel modeling, in order to avoid the usage of an unnecessarily high size
of the RIS.

Let us now focus on the asymmetric scenario depicted in Figure 7. Since u = (x , 0, δ) and b = (x − d0, 0, δ),
the following quantities can be computed:

φ1 = tan−1

(
x − d0
δ

)
, (28)

φ2 = tan−1
(x
δ

)
, (29)

d1 =
x − d0
sinφ1

, (30)

d2 =
x

sinφ2
, (31)
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Figure 9: RIS size N as a function of the carrier frequency f0 and the distance δ on the azimuthal plane to
equalize LoS and NLoS RIS-aided paths (far-field scenario).

Figure 10: ∆N as a function of the carrier frequency f0 and the distance δ on the azimuthal plane to equalize
LoS and NLoS RIS-aided paths (near- vs. far-field scenarios).

in which, as expected, the case investigated in Figure 4 is a special case of Figure 7, where x = d0/2. By
performing the same operations considered for the case above, we can compute the needed RIS size to
equalize the two propagation conditions:

N =

√
4πx2 (x − d0)

2

Ad2
0 cosφ1 sin

2 φ1 cosφ2 sin
2 φ2

, (32)

which gives the plot in Figure 11.

To better visualize the problem from another perspective, let us consider the values provided by Figure 11 when
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Figure 11: RIS size N as a function of the carrier frequency f0 and the UE X -coordinate xu to equalize LoS and
NLoS RIS-aided paths (d0 = 20m, δ = 4m, using the scenario of Figure 7) (far-field scenario).
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Figure 12: FF channel gains as functions of the UE X -coordinate xu (d0 = 20m, δ = 4m, using the scenario of
Figure 7).

d0 = 20m, δ = 4m, xu = 5m, and f0 = 30GHz.2 In this case, we get N ≊ 17, 500. Figure 12 plots the channel
gains

∣∣hFFd ∣∣ (LoS path, blue curve) and
∣∣hFFR ∣∣ (cascaded channel, red curve) as functions of xu, using d0 = 20m,

δ = 4m, N = 17, 500, and f0 = 30GHz. As expected,
∣∣hFFLoS∣∣ does not change with xu, as the BS-UE distance,

which is the only parameter that matters, remains the same: d0 = 20m. On the contrary,
∥∥gFF

NLoS

∥∥ ·
∥∥hFFNLoS∥∥

does depend on xu, due to variations in path loss and RIS gain as a function of φ1 and φ2. As desired, the two
curves intersect for xu = 5m and xu = d0 − 5m = 15m (due to the symmetry already observed above), thus
confirming the findings of Figure 11.

2Please note that a low value of f0 has been chosen, in order to avoid numerical issues when increasing N.
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Parameter Value Parameter Value

BS-UE distance d0 = 20m BS antenna gain (LoS) ΓLoS = 55dBi

RIS-UE Z -plane distance δ = 4m BS antenna gain (NLoS) ΓNLoS = 40dBi

RIS-UE X -plane distance xu = 10m BS transmit power p = 15dBm

BS/RIS elevation h = 0m Noise figure NF = 8dB

Bandwidth B = 0.1f0 Noise power σ2 = −174dBm + NF + B|dB

Table 2: RIS-based simulation parameters.

Following the same approach conducted for the scenario reported in Figure 7, Figure 13 compares the re-
quested RIS size for both NF and FF models for the symmetric case. Again, the difference in the RIS size can
be significant (in some cases, more than 1, 000 radiating elements for the selected parameters).

Figure 13: ∆N as a function of the carrier frequency f0 and the UE X -coordinate xu to equalize LoS and NLoS
RIS-aided paths (d0 = 20m, δ = 4m, using the scenario of Figure 7 (near- vs. far-field scenarios).

To provide a better insight, please refer to the discussion provided in the next section.

2.1.3 Throughput analysis

This section investigates the performance, measured in terms of the achievable throughput, of the direct (LoS)
vs. indirect, RIS-aided (NLoS) links, as a function of the carrier frequency f0 and of the RIS size N. Unless
otherwise stated, the relevant simulation parameters are reported in Table 2, having in mind the block diagram
depicted in Figure 7.

Since we focus on a single-user scenario, we adopt a Maximum Ratio (MR) combining technique, which yields
a SNR equal to

γ =
Γ |h|2 p
σ2

, (33)

where Γ is the BS transmit antenna gain in the direction of the receiver, p is the BS transmit power, and σ2 is
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(a) LoS link. (b) NLoS link.

Figure 14: Throughput as a function of the carrier frequency f0 and the RIS size N when the RIS is placed
closer to the UE (near-field model, d0 = 20m, δ = 4m, xu = 5m).

the noise power, so that the achievable throughput can be measured as

t = B · log2 (1 + γ) . (34)

Impact of UE placement We first investigate the difference in performance by considering two different
cases:

a) RIS closer to the UE: xu = 5m (which is equivalent to the case with the RIS closer to the BS, i.e.,
xu = 15m, thanks to the symmetry of the entity placement, see Sect. 2.1.2); and

b) RIS at the same distance with respect to the UE and the BS: xu = 10m.

In both cases, the considered frequency range lies in [0.1, 1]THz, whereas the RIS size N assumes values in
the range [1 000, 1 000 000] (in accordance with the numbers found in Sect. 2.1.2).

In the case a) (xu = 5m), the performance in terms of achievable throughput when the NF model detailed in
Sect. 2.1.1 is considered. In particular, Figure 14 reports the values of the throughput tNFLoS, computed using (34)
with |h|2 =

∣∣hNFd

∣∣2 (Figure 14(a)), and tNFNLoS, computed using (34) with |h|2 =
∣∣hNFR

∣∣2 (Figure 14(b)), respectively,
whereas Figure 15 shows the gap between the LoS and the NLoS links, defined as

∆t = tNFLoS − tNFNLoS. (35)

As expected, the throughput achieved in the LoS link does not depend on N, and hence Figure 14(a) shows
a constant behavior along the horizontal axis. Interestingly, despite B is increasing with f0, the throughput tNFLoS

is not monotonically increasing with f0, due to the impact of both the path loss and the noise power (which
increases with B), which reduces the SNR. When considering the NLoS link, the situation is somewhat similar,
although now the RIS size N does affect the performance. In particular, when N is relatively low (in the order
of thousands), the throughput tNFNLoS is low irrespectively of f0. When N increases, the RIS gain mitigates the
path loss and the noise power, and thus tNFNLoS becomes to assume significant values (in the order of tens of
Gb/s). When N is extremely large (in the order of hundreds of thousands), then the behavior is similar to
the one observed for the LoS link: there is an optimal value of f0 that maximizes tNFNLoS: for instance, when
N = 1000 000, tNF

NLoS ≊ 222Gb/s for f0 ≊ 316GHz.

When looking at the gap between LoS and NLoS links (reported in Figure 15 using the values reported in
Table 2, in particular ΓLoS and ΓNLoS)3, we can observe the following facts:

3please see the following sections to evaluate the impact of other parameter configurations.
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Figure 15: ∆t as a function of the carrier frequency f0 and the RIS size N when the RIS is placed closer to the
UE (near-field model, d0 = 20m, δ = 4m, xu = 5m).

(a) LoS link. (b) NLoS link.

Figure 16: Throughput as a function of the carrier frequency f0 and the RIS size N when the RIS is equidistant
from UE and BS (near-field model, d0 = 20m, δ = 4m, xu = 10m).

• for low frequencies (i.e., around 100GHz), the RIS-aided scenario can outperform the LoS one, even
when ΓNLoS is significantly lower than ΓLoS (e.g., ΓNLoS = 40 dBi = ΓLoS − 15dBi) for a (relatively) low
number N of radiating elements (e.g., when f0 = 100GHz, N ≥ 330 000);

• for middle-range frequencies (i.e., around 300GHz), the RIS-aided scenario can provide approximately
the same performance in terms of throughput given by the direct, LoS link, using a large number of
radiating elements (e.g., when f0 = 300GHz, N ≊ 100 000);

• for high frequencies (i.e., around 1THz), the RIS-aided link cannot achieve the same performance pro-
vided by the LoS configuration, even when using an extremely large number N of radiating elements,
and hence this shortcoming can be mitigated only by improving the gain ΓNLoS (please see Sect. 2.1.3).

The performance of the case b) (xu = 10m), when the NF model detailed in Sect. 2.1.1 is considered, is
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Figure 17: ∆t as a function of the carrier frequency f0 and the RIS size N when the RIS is equidistant from UE
and BS (near-field model, d0 = 20m, δ = 4m, xu = 10m).

reported in Figs. 16 and 17, showing the gap between the LoS and the NLoS links. In accordance with the
results shown in Sect. 2.1.2, this represents the most unfavorable condition for the RIS-aided scenario. In fact,
by looking at Figure 17, we can see that an additional number N of radiating elements is required to achieve the
same performance of the LoS link, given the same carrier frequency f0, with respect to the asymmetric situation
depicted in Figure 15. Furthermore, the same conclusions drawn before apply in this case as well.

For the sake of completeness, the results in terms of ∆t are reported in Figure 18 when using the FF model
detailed in Sect. 2.1.1 is considered. As can be seen by comparing each subfigure with the NF-based coun-
terpart, the difference when adopting the two models tends to blur. This means that, when considering the
throughput (and, in particular, due to the logarithmic relationship between the channel gains and the through-
put), both models provide basically the same results.

Impact of signal bandwidth In this section, we investigate the impact of the signal bandwidth in terms
of the achievable throughput. Unlike the analysis conducted in Sect. 2.1.3, in which the signal bandwidth B
is a function of the carrier frequency f0 (in particular, according to Table 2, it represents 10% of the carrier
frequency), here we consider a fixed bandwidth B = 1GHz. For the sake of brevity, we only consider the case
xu = 10m.

The numerical results are reported in Figs. 19 and 20. As can be seen, when considering a fixed bandwidth, we
cannot benefit from the same compensation effect observed in Sect. 2.1.3 for what concerns the achievable
throughput (in which the bandwidth occurs both in the noise power and in multiplying the logarithm of the
SNR), and hence now the path loss is the dominating factor. For this reason, tNFLoS decreases as f0 increases
(Figure 19(a)). Furthermore, choosing a lower B also affects the absolute values of the throughput (as can be
seen, the maximum value is around 15Gb/s, compared to more than 250Gb/s when considering B = 0.1f0 in
Figs. 14-15).

This reduced range of achievable throughputs is somewhat beneficial concerning the gap reported in Figure 20.
However, the main conclusions drawn in Sect. 2.1.3 are still valid. Note also that analogous results, computed
when using the FF approximation, achieve very similar performance, and are then omitted in the interest of
space.
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(a) xu = 5m.

(b) xu = 10m.

Figure 18: ∆t as a function of the carrier frequency f0 and the RIS size N (far-field model, d0 = 20m, δ = 4m).

(a) LoS link. (b) NLoS link.

Figure 19: Throughput as a function of the carrier frequency f0 and the RIS size N when B = 1GHz (near-field
model, d0 = 20m, δ = 4m, xu = 10m).
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Figure 20: ∆t as a function of the carrier frequency f0 and the RIS size N when B = 1GHz (near-field model,
d0 = 20m, δ = 4m, xu = 10m).

(a) LoS link. (b) NLoS link.

Figure 21: Throughput as a function of the carrier frequency f0 and the RIS size N when h = 5m (near-field
model, d0 = 20m, δ = 4m, xu = 10m).

Impact of RIS elevation In this section, we investigate the impact of the antenna elevation for both the
RIS and the BS with respect to the UE plane. In particular, in accordance with [10], we consider h = 5m. For
the sake of brevity, we only consider the cases xu = 10m and B = 0.1f0.

The numerical results are reported in Figs. 21 and 22 (analogous results, computed when using the FF approx-
imation, achieve very similar results, and are omitted in the interest of space). As can be seen by comparing
these plots with Figs. 16-17, when elevating the RIS and the BS, the situation gets worse, due to two con-
current reasons: not only the RIS-UE distance increases, but also the directivity of the array is reduced, thus
decreasing the array gain towards the UE. As a conclusion, the findings outlined in Sect. 2.1.3 still apply, with
some worsening in terms of the necessary number of radiating elements N. Hence, specific attention must be
paid when dimensioning the scenario of application.
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Figure 22: ∆t as a function of the carrier frequency f0 and the RIS size N when h = 5m (near-field model,
d0 = 20m, δ = 4m, xu = 10m).

(a) LoS link. (b) NLoS link.

Figure 23: Throughput as a function of the carrier frequency f0 and the RIS size N when ΓNLoS = ΓLoS = 55dBi
(near-field model, d0 = 20m, δ = 4m, xu = 10m).

Impact of antenna gain In this section, we investigate the impact of the antenna gain ΓNLoS in the BS-RIS
link (compared to the antenna gain ΓLoS in the BS-UE link). For the sake of brevity, we only consider the cases
xu = 10m and B = 0.1f0.

The numerical results are reported in Figs. 23 and 24 (analogous results, computed when using the FF approx-
imation, achieve very similar results, and are omitted in the interest of space). As can be seen by comparing
these plots with Figs. 16-17, and as widely expected, when increasing ΓNLoS the situation is significantly bet-
ter. In particular, Figure 23 shows that the maximum value is achieved when a significantly lower number
of elements N is used. This is reflected in Figure 24, which significantly improved the conclusions drawn in
Sect. 2.1.3.
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Figure 24: ∆t as a function of the carrier frequency f0 and the RIS size N when ΓNLoS = ΓLoS = 55dBi (near-
field model, d0 = 20m, δ = 4m, xu = 10m).

2.1.4 Discussion

From the numerical analysis conducted above, we can summarize the following trends. In particular, by looking
at the channel gains, we can conclude as follows:

• for a given scenario (in particular, distances d0 and δ), N increases as f0 increases; this holds true for
both the exact (NF) and the approximated (FF) models, and the difference (in terms of N) across the two
models increases as f0 increases (with the FF model over-estimating N);

• for a given scenario (in particular, distances d0 and xu), the distance δ that minimizes N does not depend
on f0, while it depends on d0, so as to balance the effects of path loss directivity of the array at the RIS;
in particular, a symmetric situation (xu = d0/2) yields the minimum N;

• for reasonable values of d0, δ, and xu, the required N exceeds several tens of thousands elements, even
for f0 taken in the lower range of THz communications (i.e., f0 = 0.1THz).

Looking at the throughput, and considering at least 100, 000 radiating elements, we can derive the following
trends:

• when increasing f0 and/or decreasing N, the gap between direct (LoS) and indirect, RIS-assisted, link
(with blockage) increases, without significant differences between the exact (NF) and the approximated
(FF) models, and with a limited impact given by the RIS height (only with a small decrease in the perfor-
mance, due to an increased path loss and a reduced directivity);

• the most crucial parameters, in order to achieve significant performance and to limit the penalty gap
between direct and indirect links, are represented by the antenna gains at the BS and the RIS; in par-
ticular, if the gap is significant, then the RIS-assisted communication suffers from a substantial penalty
gap; however, for medium-range gaps of the antenna gains, the RIS-assisted configuration is able to
guarantee some connectivity in case of complete blockage of the direct link.
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2.2 LoS-MIMO capacity evaluations in RIS-enhanced factory environments

When operating in the near-field using multiple antenna systems, the spherical model of wave propagation
enables the creation of independent channel paths, rendering the corresponding MIMO matrix to have a rank
larger than one. This phenomenon can be effectively used for facilitating spatial multiplexing transmission to
a single user to increase its communication capacity. In RIS-enhanced environments, where the link between
a BS and a UE is established through the reflection of a LoS path via a RIS, the size of the RIS effectively
determines the level of spatial multiplexing that can be supported for this link. Transmitter and Receiver both
need to be equipped with multiple antennas to allow for the separation of the spatially multiplexed beams and
for precisely shaping the beam direction towards the RIS. The solution for beam design and configuration of the
RIS weights to enable spatial multiplexing in RIS-enhanced communication links has been proposed in [13]. In
this section, we will reuse the approach proposed therein and study the achievable capacity of a UE moving
through a factory hall and being served by a BS through a RIS-enhanced communication link. After evaluating
the capacity for different RIS deployments assuming ideal conditions (i.e., continuous phase shifts for the RIS
weights, ideal channel knowledge), we then investigate the effect of discrete levels for the phase shift at the
RIS weights as well as the effect of UE displacements by small offsets yielding channel mismatches.

2.2.1 Evaluation scenario and system model

The scenario under study is depicted in Fig. 25. A cuboid factory hall is assumed of width W = 20 m, length
L = 30 m and height H = 10 m. The (x , y , z) coordinate system is defined as shown in the figure with its
origin in the (lower) top left corner of the hall. The BS is mounted at a height h = 8 m, i.e., 2 meters below the
ceiling, in the centre of the hall at coordinates (15, 10, 8). Two RIS are mounted to the left wall at height h = 4
m with equal distance d to the x-coordinate of the BS, given by the coordinates (15± d , 0, 4). Finally, a UE with
height h = 1 m centered in the hall moves along the x-axis from one end of the hall to the other, i.e., (x , 10, 1)
with x ∈ [0, 30]. BS, UE and RIS are assumed to use a uniform planar array (UPA), which is centered at the
respective location of the communication node. The orientation of all UPAs is perpendicular to the y/z plane;
while the UPAs at the RIS as planar with the wall they are mounted at, the UPAs at BS and UE are assumed
to be tilted by 45° towards the RIS.

Figure 25: RIS-enhanced deployment scenario in factory hall

The UE is served by LoS links via the right RIS (seen from the BS perspective) as long as it moves along the
x-axis in the range x ∈ [0, 15], while it is served via the left RIS thereafter, x ∈ [15, 30]. As the transmitter at
the BS is assumed to be capable of forming precisely shaped beams towards the RIS, possible interference
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created by the other RIS during serving the UE via the selected RIS is considered to be negligible (though
this is considered to be studied in future work). The near-field channels between RIS and BS and RIS and
UE, respectively, are modelled according to the free-space propagation model, yielding for channel coefficient
between the n-th RIS element and the k-th element at the BS (or UE, respectively):

hnk =
λ

4πdnk
exp

(
j
2π

λ
dnk

)
(36)

with dnk the distance between antenna element n at the RIS and k at the BS/UE. For calculating the capacity
achievable by spatial multiplexing over the RIS-enhanced LoS channels, we reuse the solution proposed in [13].
Therein, the authors have shown that the RIS weights wn achieving the capacity of the LoS-MIMO channel are
obtained for each RIS element n by the product of the two phase factors representing the average phase shift
between the RIS element and the BS and between the RIS element and the UE, respectively:

wn = exp

(
j
2π

λ
dUE
n

)
· exp

(
−j

2π

λ
dBS
n

)
(37)

These average phase shifts are derived from the free-space propagation model for the distance between the
n-th RIS element and the center point of the UPA at BS (or UE, respectively). These RIS weights can be
stacked into a diagonal (unitary) matrix Φ of dimension N ×N, with N being the total number of RIS elements.
Similarly, by stacking the channel coefficients for the BS-RIS link into a N × K matrix HB and those for the
RIS-UE link into a K × N matrix HU , the effective channel for the RIS-enhanced link can be given as

Heff = HUΦHB (38)

Since this effective channel has a rank larger one when BS and UE are in the near-field of RIS, it is well
known that the optimum transmission scheme is the singular value decomposition (SVD)-based precoding,
which enables to use the Eigenchannels for transmission. The authors in [13] have shown that the left and
right singular vectors of Heff to be used as the pre- and decoders for Eigenchannel transmission are identical
to the left singular vector of HU and the right singular vector of HB , respectively. Further, they have shown that
the Eigenchannels of Heff are identical to the product of the Eigenchannels of HU and HB .

To achieve the maximum capacity C , optimal power distribution over the Eigenchannels of Heff according to the
Waterfilling algorithm is mandated. However, the authors have further shown that, as long as the magnitudes
of the Eigenchannels σi of the L channels selected for transmission, i ∈ {1, ... , L}, do not differ by a factor
larger than 10, the difference to the much simpler equal power allocation scheme is insignificant. For the
capacity evaluations carried out here, we have therefore selected the number of Eigenchannels achieving
the highest capacity under the equal power allocation scheme, where the above requirement could be safely
fulfilled:

C = max
L

L∑
i=1

log

(
1 +

P0

LN0
σ2
i

)
, (39)

where P0 and N0 is the transmit power and noise power, respectively.

2.2.2 Results

The system evaluation is carried out for a carrier frequency f = 120 GHz, yielding a wavelength λ = 2.5 mm.
The assumed bandwidth is B = 108 Hz = 100 MHz, which leads to a noise power N0 = −174+ 80 = −94 dBm.
The transmit power is set to P0 = 20 dBm. At the BS and the UE, an UPA with 8 × 8 antennas is assumed
with an antenna spacing of 8λ, while the RIS is assumed to have an UPA with 64 × 64 RIS elements with a
spacing of 2λ. Note that the choice of these parameters, which differ from the ones used in Sect. 2.1, is mainly
due to complexity issues. As a matter of fact, reducing the spacing between the elements increases the RIS
size, without achieving a significant benefit in terms of performance. A different consideration can be drawn for
the selected bandwidth: increasing the bandwidth increases the noise power, and thus reduces the SNR for a
given signal power budget, thus reducing the possibility to activate additional eigenchannels (and thus limiting
the performance).
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Capacity evaluation results for the UE moving along the x-axis in the center of the factory hall are shown in Fig.
26 (a). As the baseline scenario, a direct communication between BS and UE (i.e, without RIS enhancements)
is considered, where the tilting of the UPAs at BS and UE is set to 90° (i.e., parallel to the ceiling) to align
their orientation with the direct LoS link between the two. In this case, the channel matrix for this LoS link has
only one usable Eigenchannel, and the corresponding plot in the figure exhibits the lowest capacity. When the
RIS-enhanced deployment is considered, a significant boost of the capacity can be observed, which reaches
gains up to 50% compared to the baseline. This capacity boost is attributed to a substantially increased
number of usable Eigenchannels in the LoS-MIMO link, as shown in Fig. 26 (b), where it is seen that up to
5 Eigenchannels will be used. The different placements of the RIS considered in Fig. 26, characterized by
the distance d to the BS, reveal that by placing the RIS close to the BS, a high capacity – supported by a
large number of used Eigenchannels – can be achieved close to the center of the hall, while it drops steeply
when the UE moves towards the corners. Opposed to that, a placement of the RIS further away from the BS
exhibits a more balanced capacity distribution in the factory hall, which is supported by a constant number
of Eigenchannels used; the average capacity is significantly lowered compared to the former case, though.

For further evaluations, the RIS placement is fixed to d = 3 m. The focus is now turned on the sensitivity of the
Eigenvectors used for beamforming at UE and BS with respect to UE displacements in x, y and z direction. In
particular, it is assumed that these beamformers are determined as the left singular vectors ui of the channel
HU between RIS and the UE located at a pre-defined position, but the actual channel ĤU used for transmission
is then calculated for the UE position with an offset in x, y or z direction. Since the beamformers at the BS are
determined as the right singular vectors vi of the channel HB between RIS and BS, these are not affected by
the UE displacement. The effective channel thus becomes

Ĥeff = ĤUΦHB . (40)

The useful signal power Pi of the i-th Eigenchannel and the interference power Zi of the other Eigenchannels
distorting the i-th Eigenchannel then amount to

Pi = P0/L ||uHi Ĥeff vi ||2 (41)

Zi = P0/L
L∑

j=1, j ̸=i

||uHi Ĥeff vj ||2 . (42)

The SINR for the i-th Eigenchannel then yields Pi

Zi+N0
, which allows to calculate the capacity achievable under

UE displacement according to

Cdisplacement =
L∑

i=1

log

(
1 +

Pi

Zi + N0

)
. (43)

The drop in capacity for UE displacements of different offsets is shown in Fig. 27 (a). We have investigated
displacements in x, y and z direction by an offset of 2 cm = 8λ and 5 cm = 20λ, respectively. It is observed
that the lowest sensitivity is for offsets in the y-direction, which is the direction perpendicular to the RIS. The
sensitivity for offsets in x and z direction, i.e. parallel to the RIS surface, is significantly more pronounced,
though: It is observed that a displacement of 5 cm in x-direction yields a capacity drop by 20% close to the
edges and by 50% in the worst case. The strongest capacity drop is observed at the x-positions of the RIS
(x=12 m and x=18 m), where the LoS link between UE and RIS link is closest to the RIS’ perpendicular.
Moreover, we observe from the plots that the most pronounced drops in capacity appear in the region with the
highest number of Eigenchannels used; compare with Fig. 26 (b). Hence, we also plotted for the maximum
displacement considered the case where the total number of Eigenchannels (EC) is limited to 3. From those
plots, it can be observed that the capacity drops smooth out considerably, which suggests that reducing the
number of Eigenchannels in case of larger expected displacement is a useful approach to alleviate the induced
capacity drop.

Finally, we investigated the effect of 2-bit quantized RIS weights in matrix Φ, as shown in 27 (b). We focused
on the capacity performance in an ideal setting (i.e., no offsets) and to those with offsets in x-direction, taken
from Fig. 27 (a). The figure reveals that by quantizing the RIS weights with 2-bit, the capacity drops by roughly
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(a) LoS-MIMO capacity

(b) Number of used Eigenchannels

Figure 26: (a) LoS-MIMO capacity and (b) number of used Eigenchannels vs. UE position for different RIS
placements.

6%, irrespective of the considered offsets. In line with existing results from the literature for RIS-enhanced
communications, it can be confirmed that a 2-bit quantization is a pragmatic choice also for high-rank LoS-
MIMO communications, allowing for a favourable cost-benefit trade-off.
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(a) Offsets in x, y, z direction

(b) 2-bit quantized RIS weights

Figure 27: Drop in capacity due to (a) UE displacements given as offsets in x, y and z direction and
(b) quantization of RIS weights.
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2.3 Impact of RF impairments on RIS-based communication links

When operating at higher frequencies such as the sub-THz band, the effective channel loss imposes a chal-
lenge to design high throughput, stable and reliable communication links. Towards this goal, directional beam-
forming can assist in alleviating some of the channel induced losses. However, if high gain directional antennas
are deployed, an established communication link becomes sensitive to blockage, where in such cases, com-
munication link outage is inevitable, and an alternative path can assist in re-establishing the communication
link. RIS has attracted the attention of the community due its potential in improving the network coverage.
RISs are comprised of several reflecting elements where the phase of each of the reflecting elements is ad-
justable. Once the phase shifts induced by the effective channel are known, the phases of each of the RIS
elements are tuned such that the reflected signal components are coherently combined at the receiver. The
challenge in this approach is the accurate tuning of the phases for the establishment of the coherent combining
scenario at the receiver. To account for this challenge, phase errors are included in the modeling of the RISs,
which introduces a communication performance degradation. There are multiple sources of the phase errors,
such as non-continuous phase shifting capabilities of the RIS elements, or imperfect effective channel phase
estimates.

Hereafter, we attempt to quantify the performance of a RIS assisted communication link when the RIS ele-
ments are impaired by phase errors. We analyze two performance metrics, the average SNR and the spectral
efficiency and highlight the functional dependency of these metrics on the phase errors.

2.3.1 System Model

To demonstrate the impact of the phase errors by the RIS elements, we begin by modeling an overall received
signal r resulting from a communication link between Nodes A and B through a RIS. When there is no direct
link between nodes A and B, r may be written as

r =
√
αP

Q∑
n=1

hr ,ne
jθnht,nx + v , (44)

where Q is the total number of RIS elements, hr ,n and ht,n represent the complex channel coefficient form the
RIS to the receiver and the transmitter to the RIS, respectively, θn represents the phase shift induced by the
nth RIS element, v represents the additive white Gaussian noise (AWGN) at the receiver, x is the transmitted
data symbol which modeled as a complex circularly symmetric Gaussian random variable with zero mean and
unity variance, and P is the transmitter power. Finally, α is the overall path gain between node A and B which
was derived in [14] and may be written as

α =
GAGB

(4π)2

(
lw

dARdRB

)2

cos(ψ), (45)

where l ,w are the length and width of the reflecting element at the RIS, dAR and dRB are the separation
distances between Node A and the RIS, and the RIS and Node B, respectively, GA and GB represent the gains
of the transmitter and receiver antennas, respectively, and ψ is the angle of incidence of the reflecting wave.
Table 3 summarizes the adopted parameters.

2.3.2 Phase Errors at the RIS

In this section, we focus on the modeling of phase errors at the RIS, and the near-field/far-field channel mod-
eling distinction is dismissed to focus on the effects of phase errors. Let ht,n = e jϕt,n , and hn,r = e jϕn,r . Then,
the phase of the RIS should be tuned such that

θn = −(ϕn,t + ϕn,r ). (46)
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Table 3: List of parameters used throughout this section.

Symbol Meaning

α Channel path gain

hn,t Channel coefficient of the nth Node A-to-RIS channel link

hn,r Channel coefficient of the nth RIS-to-Node B channel link

ϕn,t Phase of the nth Tx-to-RIS channel link

ϕn,r Phase of the nth RIS-to-Rx channel link

Q Number of RIS reflecting elements

x Tx symbol

v AWGN

ϵn Phase error of the nth RIS element

θn Phase of the nth RIS element
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Figure 28: Von Mises PDFs for different values of κ over the interval [−π,π].

However, this is generally challenging to design, and thus, we get

θn + ϕn,t + ϕn,r = ϵn, (47)

where ϵn is the phase error. To model the phase error, a statistical approach using a generalized distribution is
adopted. The Von Mises distribution is adopted to model ϵn ∀n ∈ {0, ... ,Q − 1}, where it is modeled as an i.i.d
zero-mean Von-Mises random variable with consternation parameter κ and a probability density function that
may be written as [15]

fϵ(y) =
eκ cos(y)

2πI0(κ)
, −π < y < π (48)

where I0(.) is the zero-th order modified Bessel function of the first kind defined in [16, 9.6.19]. To demonstrate
the effect of the concentration parameter κ, Fig. 28 shows the effect of varying κ on the probability density
function (PDF) defined in (48). Is is shown that as κ is increased, the distribution of the Von Mises random
variable becomes more concentrated around zero.

2.3.3 Performance Evaluation

In this section we compute the average SNR metric to quantify the impact of phase errors at the RIS on the
communication link performance. The SNR may be written as

γ ≜
αP
∣∣∣∑Q

n=1 e
jϵn

∣∣∣2
σ2
v

, (49)
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where σ2
z is the variance of the AWGN. To solve the expectation, we apply

Eϵ


∣∣∣∣∣

Q∑
i=1

e jϵi

∣∣∣∣∣
2
 = Eϵ


(

Q∑
i=1

cos (ϵi )

)2

+

(
Q∑
i=1

sin (ϵi )

)2
 ,

= Q +
Q∑
i=1

Eϵ {cos(2ϵi )} −
Q∑
i=1

Eϵ {cos(2ϵi )}

+
Q∑

n=1

Q∑
m=1
m ̸=n

Eϵ {cos(ϵn)}Eϵ {cos(ϵm)}+
Q∑

n=1

Q∑
m=1
m ̸=n

Eϵ {sin(ϵn)}Eϵ {sin(ϵm)} . (50)

To solve the above, we need to calculate Eϵ {cos(ϵm)} and Eϵ {sin(ϵm)}. Starting with the latter, we apply

Eϵ {sin(ϵm)} =

∫ π

−π
sin(x)

eκ cos(x)

2πI0(κ)
dx = 0, (51)

where the above result is due to the fact that the integrand is and odd function around zero in the integral
interval. Regarding Eϵ {cos(ϵm)}, one can write

Eϵ {cos(ϵm)} =

∫ π

−π
cos(x)

eκ cos(x)

2πI0(κ)
dx ,

=
1

2πI0(κ)

(∫ 0

−π
cos(x)eκ cos(x)dx +

∫ π

0

cos(x)eκ cos(x)dx
)

=
I1(κ)

I0(κ)
. (52)

where I0(κ) and I1(κ) are the modified Bessel functions of the first kind of orders zero and one, respectively,
defined in [16, 9.6.19]. Plugging (52) and (51) in (50) and the (49) yields

Eϵ{γ} =
αPQ

σ2
v

(
1 + (Q − 1)

(
I1(κ)

I0(κ)

)2
)
. (53)

Let us take a closer at (53). For 0 ≤ κ < 1, one can approximate (53) with

Eϵ{γ}
0≤κ<1
≈ γ̄

(
1 +

(Q − 1)

4
κ2
)
, (54)

where γ̄ = αPQ
σ2
v

. This can be easily deduced from using the first term of the series expansion of Iν(z), i.e.

Iν(z) =
∞∑
n=0

(
z
2

)2n+ν
n!Γ(ν + n + 1)

, (55)

where Γ(.) is the Gamma function [16, 6.1.1]. Plugging in the approximations I0(κ) = 1 + O(κ2) and I1(κ) =
κ
2 +O(κ3) for the range 0 ≤ κ < 1 yields (54). For κ→ ∞, one can write

Eϵ{γ}
κ→∞
≈ αPQ2

σ2
v

, (56)

which is deduced by using the property I1(κ)
I0(κ)

→ 1 as κ → ∞. This result demonstrates that the SNR no longer
depends on any of the impairments parameters. We can further deduce from this result that when κ = 0, i.e. a
worst-case scenario in the sense that ϵi ∼ U [−π,π], the average SNR grows linearly with Q as observed from
the following relation

Eϵ{γ}
κ→0
≈ αPQ

σ2
v

, (57)
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Table 4: Simulation parameters.

Parameter Value

dAR 10m

dRB 10m

fc 300 GHz

GA 30 dB

GB 30 dB

l λ/2

P/σ2v 40 dB

ψ 30o

Q 220

w λ/2
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Figure 29: Average SNR vs. κ. Approximations of small κ (54), large κ (56), and the analytical solution in (53)
are compared with simulations.
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where the result was deduced using the equality I1(0) = 0. Comparing (54) and (56), one can notice that
depending on the severity of the phase error distribution, i.e. the concentration parameter κ, the average SNR
goes from depending on the square of the number of reflecting elements Q for high κ to depending linearly on
Q for low κ.

In Fig. 29, we depict the performance of the average SNR as a function of the concentration parameter κ. The
derived approximations of small κ in (54), large κ in (56), and the analytical solution in (53) are compared with
simulations. Table 4 presents the adopted simulation parameters. The analytical and simulation results match
for different values of κ, and the simple approximations are shown to be accurate once the approximation
conditions are met.

Although adopting higher frequencies allows for the exploitation of large bandwidths, devices adopting THz
frequencies are practically limited by the supported modulation order due to hardware limitations. Thus, here-
after, we investigate the effect of phase errors at the RIS on the spectral efficiency of a RIS-assisted THz
communication link. Using Jensen’s inequality, the spectral efficiency (ζ) can be upper bounded as

ζ ≤ log2(1 + Eϵ{γ}),

= log2

(
1 +

αPQ

σ2
v

(
1 + (Q − 1)

(
I1(κ)

I0(κ)

)2
))

. (58)

To consider the effect of the modulation order, we adopt the BER approximation of M-QAM two-dimensional
gray coding over AWGN channels [17], which presents an upper bound for M ≥ 4 and BER≤ 10−2 [18]. Using
Jensen’s inequality, the spectral efficiency may be upper-bounded by the following expression

ζM = log2(M),

≤ log2

1 +

3αPQσ2
v

(
1 + (Q − 1)

(
I1(κ)
I0(κ)

)2)
−2 ln(5BER0)

 , (59)

where BER0 is a fixed target BER.

Fig. 30 depicts the performance of ζM as a function of κ. As a benchmark, ζM is computed using the ap-
proximation in (56). As the results show, different modulation orders are selected for different concentration
parameter values. Generally, as κ is increased, a higher modulation order can be supported. In more de-
tails, for κ ⪅ 0.25, no QAM transmission could be supported, while for κ ⪆ 4.5, a maximum modulation order
of 128-QAM can be supported. The result hence shows that phase errors at the RIS can highly impact the
performance of the spectral efficiency and the choice of the modulation order.
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Figure 30: ζM (Eq. (59)) vs. κ. ζ using (56) is shown as a reference.
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2.4 Low-complexity beamsteering for THz communications using
frequency-selective Metasurfaces

RISs have received particular attention in recent years, however, they possess two main disadvantages that
could make them not appealing in many applications, especially when working at THz frequencies: i) real-time
reconfigurable hardware must be implemented at the cell level. This could be challenging at THz because
of the small wavelength and high number of cells; ii) Dedicated interfaces are required to control the RIS
with consequent issues in terms of signaling overhead and coordination with the BS; iii) Power supply is
needed.

2.4.1 Frequency-selective metasurfaces (Metaprisms)

To cope with these issues, here we consider the concept of metaprism, i.e., a static Frequency Selective
Surface (FSS) [19]. The metaprism is not reconfigurable so different reflection behaviours are obtained by
modifying the spectral characteristics of the impinging signal. The frequency selectivity behavior of the surface
can be realized by a proper design of load impedance at each cell/element, as done in [19–21]. In the past
FSSs were exploited for selectively suppressing interference from non-selected frequency EM waves and pro-
viding signal gain [22–24]. For example, FSS can be appropriately deployed around the antenna to achieve
selectivity enhancement or suppression of electromagnetic waves in a specific frequency range [25].

Figure 31 shows a metaprism situated in the x-y plane with its center at coordinates p0 = (0, 0, 0). This
metaprism comprises N ×M cells, each with dimensions dx × dy , arranged in a grid pattern. The coordinates
of these cells are defined as pnm = (xn, ym, 0), where xn = n · dx − N·dx

2 and ym = m · dy − M·dy
2 , with n and m

ranging from 0 to N − 1 and 0 to M − 1, respectively. The total surface area is Lx × Ly , where Lx = N · dx and
Ly = M · dy . Typically, the cell dimensions dx and dy in the x and y directions are smaller than the wavelength
λ and here are assumed to be λ/2.

Figure 31: Geometry considered for the frequency selective surface.

A generalized equivalent model of the nm-th cell of the metaprism positioned at pnm is depicted in Figure 32.
This model comprises a radiation element (antenna) situated above a ground screen loaded with a cell-specific
and frequency-dependent impedance Znm(f ), where n and m vary from 0 to N − 1 and 0 to M − 1, respectively,
and f represents the frequency. The impedance is intentionally mismatched with respect to the antenna
impedance Z0, resulting in the generation of a reflected wave that is emitted back by the radiation element.
The corresponding frequency-dependent reflection coefficient, when subjected to an incident plane wave with
a 3D angle Θinc = (θinc,ϕinc) and observed at angle Θ = (θ,ϕ), is denoted as rnm(Θinc, Θ; f ) and is expressed
as:

rnm(Θinc, Θ; f ) = F (Θinc)F (Θ)GcΓnm(f ) = βnm(Θinc, Θ; f )e jψnm(f ). (60)

Here, F (Θ) represents the normalized power radiation pattern, accounting for the potential non-isotropic behav-
ior of the radiation element, which is assumed to be frequency-independent within the bandwidth of interest.
Gc denotes the boresight antenna gain, Γnm(f ) signifies the frequency-dependent load reflection coefficient,
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Figure 32: Equivalent model of the metaprism’s cell.

βnm(Θinc, Θ; f ) represents the reflection amplitude, and ψnm(f ) stands for the reflection phase. The load reflec-
tion coefficient is given by

Γnm(f ) =
Znm(f )− Z0

Znm(f ) + Z0
, (61)

By properly designing the impedance Znm(f ) at each cell, it is possible to realize different reflecting behaviors,
as will be explained later. Regardless of the specific technology adopted, we propose to design the reflection
phase shift of the metaprism, Ψnm(f ), so that it exhibits a linear behavior with the frequency f , i.e.,

Ψnm(f ) = αnm · (f − fc) + γ(f ) (62)

for f within the signal bandwidth B around the center frequency fc , where αnm is a cell-dependent coefficient
and γ(f ) is a (possibly present) frequency-dependent phase shift. In particular, γ(f ) represents a common
(among cells) phase offset which is irrelevant to beamsteering and focusing operations. For this reason, in the
remaining text, we will neglect it. Thanks to the form in (62), it is possible to obtain a FSS with the desired
reflection properties allowing for frequency-dependent beamsteering and focusing, behaving as a metaprism.
Further details can be found in [19].

2.4.2 Low-complexity beamstearing using a metaprism

In the following, we show how the frequency selectivity of the metaprism can be exploited to obtain a subcarrier-
dependent beamsteering in an Orthogonal Frequency Division Multiplexing (OFDM) communication system to
cope with NLoS channel conditions. Specifically, we consider a downlink OFDM-based wireless system where
a BS serves U single-antenna fixed users located in NLoS conditions with respect to it. In our study, we assume
the BS is in LoS condition and in the far-field region with respect to concerning the metaprism. Moreover, we
consider all the users are located in LoS condition with respect to the metaprism, but they could be in near-
or far-field region depending on their distance from the surface. In a conventional OFDM system, the total
bandwidth B is equally divided into K ≥ U orthogonal subcarriers with subcarrier spacing ∆f = B

K . The
frequency of the kth subcarrier is fk = fc − B

2 + k∆f , k = 1, 2, ...,K , where fc denotes the central frequency.
The total transmitted power PT is allocated differently among subcarriers (and hence users).

Through a proper design of coefficients αnm in (62) characterizing the cells of the metaprism, it is possible to
perform subcarrier-dependent beamsteering when both the transmitter and the receiver are in the LoS far-field
region concerning the metaprism. In far-field condition, the complex channel gain between the transmitter
and the nm-th cell of the metaprism for the k-th subcarrier can be well approximated as (plane wavefront)
[26]:

h(k)nm(pBS) ≈
h0

|pBS|
exp

(
j
2π

λ
(n dx · ux(Θinc) +mdy · uy(Θinc))

)
(63)

where h0 =
√

GT

λ
1
4π exp

(
−j 2πλ |pBS|

)
, GT is the transmit antenna gain and Θinc is the direction of the impinging

signal on the metaprism. For convenience, we have defined the quantities ux(Θ) = sin(θ) cos(ϕ) and uy(Θ) =
sin(θ) sin(ϕ). The exponential argument accounts for the phase shift with respect to the metaprism’s center
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p0. Similarly, the channel gain from the nm-th cell to the receiver located in position p can be approximated
as:

g (k)
nm (p) ≈ g0

|p|
exp

(
j
2π

λ
(n dx · ux(Θ) +mdy · uy(Θ))

)
(64)

where g0 =
√

GR

λ
1
4π exp

(
−j 2πλ |p|

)
and GR is the receive antenna gain. We consider the particular but significant

case where β(k)
nm (Θinc, Θ) = β

(k)
0 (Θinc, Θ),∀n,m, so that using the approximations above, the received signal at

the kth subcarrier can be written as:

y (k) =

√
PT · h0 · g0 · β(k)

0 (Θinc, Θ)

|pBS||p|
· ω(k) · x (k)·

N−1∑
n=0

M−1∑
m=0

exp

(
j
2πn dx

λ
(ux(Θinc) + ux(Θ)) + j

2πmdy

λ
(uy(Θinc) + uy(Θ)) + jΨ(k)

nm

)
+ n(k) ,

(65)

where we denoted by x (k) ∈ C, with E
{
|x (k)|2

}
= 1 a given user’s information symbol transmitted at the

generic OFDM frame, being E{·} the statistical expectation operator; the transmitted symbols are multiplied by
the weights ω(k). The phase profile the metaprism should obey, at frequency fk , to have the signal components
related to the kth subcarrier reflected towards a target direction Θ

(k)
0 = (θ

(k)
0 ,ϕ

(k)
0 ), as:

Ψ(k)
nm = −2π

n dx

λ
(ux(Θinc) + ux(Θ

(k)
0 )− 2π

mdy

λ
(uy(Θinc) + uy(Θ

(k)
0 )) (66)

so that all the phasors in (65) sum up coherently in the direction Θ
(k)
0 . Note that one could see the system

transmitter-metaprism as an equivalent planar antenna array (reflectenna) whose frequency-dependent array
factor is

AF (k)(Θ) =
N−1∑
n=0

M−1∑
m=0

exp

(
j
2πn dx

λ
(ux(Θ)− ux(Θ

(k)
0 ) + j

2πmdy

λ
(uy(Θ)− uy(Θ

(k)
0 )

)
(67)

having β(k)
0 (Θinc, Θ) as the pattern of each antenna element.

Now, with reference to (62), suppose we design the cell-dependent coefficients αnm, n = 0, 1, ...,N, m =
0, 1, ...,M − 1, such that they are related to the cell’s positions pnm = (xn, ym) as follows:

αnm = a0xn + b0ym

with a0 and b0 being two constants to be properly designed, as explained in Sec. 2.4.2. The frequency-
dependent phase profile results

Ψnm(f ) = αnm · (f − f0) = (a0xn + b0ym) · (f − f0). (68)

By equating (68) and (66) it is

a0(fk − f0) = −2π

λ
(ux(Θinc) + ux(Θ

(k)
0 )) and b0(fk − f0) = −2π

λ
(uy (Θinc) + uy (Θ

(k)
0 )), (69)

from which we can determine the reflection direction Θ
(k)
0 as a function of the subcarrier k:

ux
(
Θ

(k)
0

)
= −ux(Θinc)− a0

λ

2π
(fk − f0) and uy

(
Θ

(k)
0

)
= −uy (Θinc)− b0

λ

2π
(fk − f0). (70)

Equation (70) indicates that each subcarrier is reflected towards a different direction depending on the incident
angle Θinc, the coefficients a0 and b0, and hence of cells’ coefficients αnm. In the next section, we provide a
design example making use of (70).
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Design example. Suppose that the signal transmitted by the BS impinges the metaprism with incident
angle Θinc = (θinc, 0) in the x − z plane and that we want the metaprism to reflect the signal so that the signal
component related to subcarrier k = K (the highest subcarrier) is reflected with angle θ

(K)
0 = −θinc − θm,

ϕ
(k)
0 = 0, for some angle θm, and the other subcarriers are reflected with different increasing angles in order to

span a specific NLOS area. Note that according to (70) for the central subcarrier k0 = K/2, corresponding to
fk0 = fc , it is θ(k0)0 = −θinc, independently of a0 and b0.

From (69), by setting k = K , the design coefficients in (68) result in

a0 = − 2π

λ(fK − f0)

(
ux(Θinc) + ux

(
Θ

(K)
0

))
= − 4π

λB
(− sin(θinc + θm) + sin(θinc))

b0 = − 2π

λ(fK − f0)

(
uy (Θinc) + uy

(
Θ

(K)
0

))
= 0. (23)

With this choice of a0 and b0, from (70) we obtain

sin
(
θ
(k)
0

)
= − sin(θinc) +

2(fk − f0)

B
(sin(−θinc − θm) + sin(θinc)) . (24)

The extreme case where k = 1 (the lowest subcarrier) gives

sin
(
θ
(1)
0

)
= −2 sin(θinc) + sin(θinc + θm).

As a result, each subcarrier is reflected according to a different angle in the range
[
θ
(K)
0 , θ

(1)
0

]
, around Snell’s

angle −θinc, thus creating the “prism” behavior.

In the following, some simulation results are presented concerning a typical industrial scenario to assess the
potential of metaprism both to cope with NLoS situations and as a means to realize low-complexity beamform-
ing at the BS. The system parameters are reported in Table 5.

Carrier frequency f0 = 300GHz

Total bandwidth W = 10GHz

Number of subcarriers K = 256

AP antenna gain GT = 40dBi

RX noise figure F = 8dB

UE antenna gain GR = 6dBi

TX Power PT = 10dBm

Metaprism’s size 100x100 cells (5x5 cm2)

Table 5: System parameters.

Metaprism used to cover an NLoS condition. The first scenario considered is sketched in Fig. 33,
where a BS in a typical industrial environment exploits a metaprism deployed along the wall at 5 meters
distance to cover a 10× 10 m2 area in NLoS because of an obstacle. The metaprism was designed such that
the signal impinging the metaprism from the BS is reflected with a span of 60◦. In particular, subcarrier k = 1
is reflected toward θ(1) = −25◦ and the last subcarrier k = K = 256 is reflected toward the angle θ(1) = −85◦.
The intermediate subcarriers span the angles between these two extremes.

Supposing a user, e.g., a robot is navigating in the NLoS area, it can be kept connected to that BS by assigning
to it the subcarrier corresponding to the angle under which it is seen by the metaprism. This does not nec-
essarily imply that the robot’s position must be known. In fact, the robot could periodically send pilot signals
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Obstacle

Robot

Access point

Metaprism

d=5 m

Figure 33: Metaprism used to cover a NLoS situation.

Obstacle

Access point

Metaprism

K=1

K=100

K=200
d=5 m

Figure 34: SNR heat map for the NLoS scenario.

that will be received by the BS only in the subcarriers corresponding to reflection angles close to that of its
position.

In Fig. 34, the resulting SNR heat map is reported for a selected set of subcarriers (considering all the
subcarriers, the area is continuously covered). As it can be noticed, the considered area is fully covered with
a SNR larger than 10dB despite the high path loss caused by the high frequency and the reflection thanks
to the high frequency-selective gain of the metaprism. It is worth noticing that the coverage is similar to that
one could obtain using a RIS but with the advantage of using a static device (no power supply, no signaling
overhead, lower complexity).

Metaprism used as a frequency-selective transmitted antenna array in LOS condition The
second scenario considered shows the use of the metaprism as a frequency-selective transmit antenna array
with the purpose of allowing beamforming without the need to implement an antenna array at the BS, then with
extremely low complexity. As shown in Fig. 35, a transmitting metaprism is placed in front of a single-antenna
BS (1m distance) in a LoS environment. The metaprism was designed to guarantee an angle span close to
160◦. The subcarrier assignment strategy is the same as that described for the NLoS scenario.

The corresponding SNR heat map is displayed in Fig. 36 where the reflected beams are shown for a subset
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Robot

Access point

Metaprism

d=1 m

Figure 35: Metaprism used as a frequency-selective transmitted antenna array in LoS condition.

Access point

Metaprism

d=1 m

K=1

K=100
K=200

Figure 36: SNR heat map for the LoS scenario.

of subcarriers. Obviously, the presence of multiple users can be managed by assigning distinct subcarriers to
the users according to their position.

The previous results demonstrate the feasibility of low-complexity beamforming exploiting a static device
thus avoiding the implementation of large antenna arrays working in the THz band that could represent a
cost/complexity barrier to the introduction of the THz technology in industrial scenarios.

2.5 Innovative schemes for enhancing sensing and localization with the
use of intelligent surfaces at THz
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Figure 37: Typical scenario in which the signal transmitted by a user is reflected by the metaprism towards the
base station. Each subcarrier component is reflected toward a different angle.

2.5.1 NLOS localization using Metaprisms

In this section, we investigate the possibility of exploiting metaprisms not only for communication purposes, as
described before, but also to provide localization functionalities in NLoS conditions.

Referring to Fig. 37, we suppose a certain number of users are located in a region that is in NLoS concerning
the BS located at coordinates pBS = (dBS, ΘBS), where dBS and ΘBS are, respectively, the distance and the 3D
angle of the BS with respect to the center p0 = (0, 0, 0) of the metaprism, being ΘBS = (θBS,ϕBS), with θBS and
ϕBS representing the azimuth and elevation angles.
We have not made any assumptions about the BS that can also be equipped with a single directive antenna.
We assume that both the BS and the users are in LoS with reference to the metaprism. In the context of user
localization, users transmit pilot symbols utilizing an OFDM modulation scheme across K available subcarriers,
employing a multiple access protocol to prevent interference between them. We focus on the localization of
a generic user. The user is located at position pu = (du, Θu), where Θu = (θu,ϕu). Denote by fc the carrier
frequency, λ the corresponding wavelength, and by fk the k-th subcarrier frequency within the bandwidth B.
We suppose the metaprism lays in the x−y plane as shown in Fig. 31 of Subsec. 2.4.1. Regarding the system
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model, we exploit the one described in Sec. 2.4.2, whereby considering both BS-metaprism and metaprism-
user Ricean channel models with Rice factor κ, the signal received by the BS at the k-th subcarrier can be
expressed as

yk = sk(pu) + vk + nk (71)

for k = 1, 2, ... ,K , where sk(pu) is the specular component of the useful signal at the k-th subcarrier, dependent
on the user’s position pu, whereas nk ∼ CN (0, σ2) is the thermal noise sample, being σ2 = N0∆f , N0 the
one-side noise power spectral density, and ∆f the carrier spacing ∆f = B/K . The term vk represents the
diffuse component of the received signal and is modeled as a complex Gaussian random variable, i.e., vk ∼
CN (0, σ2

v ) . The useful specular component of the received signal sk(pu) is given by

sk(pu) =
N−1∑
n=0

M−1∑
m=0

h(k)mn(pu) r
(k)
mn g (k)

mn (pBS)

√
Pk

κ

1 + κ
xk (72)

where r
(k)
mn = rmn(fk) depends on the metaprism design as described in Sec. 2.4.2, Pk = PT/K is the transmitted

power allocated to each subcarrier, PT the total transmitted power, and xk is the pilot symbol we set to one
without loss of generality. The channel gains at frequency fk between the user and the nm-th cell of the
metaprism and between the nm-th cell and the BS are, respectively, given by

h(k)mn(pu) =

√
Gu λ

4π|pu − pmn|
exp

(
−j

2πfk
c

|pu − pmn|
)

(73)

g (k)
mn (pBS) =

√
GBS λ

4π|pBS − pmn|
exp

(
−j

2πfk
c

|pBS − pmn|
)

(74)

being c the speed of light, Gu and GBS the antenna gains of the user and BS, respectively. According to the
Ricean fading model, the power spectral density of the received signal’s diffuse component is

σ2
v = |Ak |2Pk/(1 + κ), (75)

having defined

Ak =
N−1∑
n=0

N−1∑
m=0

h(k)mn(pU) r
(k)
mn g (k)

mn (pBS) . (76)

Since the profile {yk}, for k = 1, 2, ... ,K , of the received signal is a function of the user’s position pu, then
it is possible to estimate pu from the observation of the yk ’s. Here we exploit the Maximum Likelihood (ML)
estimator, which can be expressed as

p̂u = argmax
pU

K−1∑
k=0

Re(yk s
∗
k (pu)) . (77)

The ML in (77) corresponds to performing “fingerprinting” localization: the estimator compares the test profiles
{sk(pu)}, computed in all the test locations of the area of interest, with the profile of the received signal {yk},
and chooses the position of the profile test pattern that most closely resembles that of the received signal.
Obviously, the accuracy of the ML is strictly affected by the granularity of the test grid.

The numerical results reported in this section are related to simulation parameters given in Table 5 when not
otherwise specified. The BS’s position pBS = {3.5, 0, 3.5} m. The position of the users and scenario are shown
in Fig.38. The metaprism has been designed to provide an angular span from θ10 = −15◦ to θK0 = −85◦ with an
incident angle of θinc = 45◦. The test grid step is equal to 0.1m. For each system configuration and metaprism
design criterion, a 200-iteration Monte Carlo simulation has been performed.

The empirical cumulative distribution for the angular and position estimation are reported in Fig.39. What
the results show is that by changing the transmitted power and the number of subcarriers the performance
does not change because the array factor is already dense with K = 256 subcarriers and the SNR is already
favorable with PT = 10 dBm. The results indicate less than 1◦ of angular error and 0.25 m of position error
in 90% of the 200 Monte Carlo iterations thus showcasing the significant potential of the metaprism to aid the
localization process in NLoS without significant complexity increase with respect to deploying additional BSs
or using RISs [27,28]. Further results can be found in [20,21].

101096307 - TIMES 49 of 93



D4.2 - Intermediate report on multi-goal mesh network optimization
and exploitation of smart propagation environments - v1.0

Figure 38: Simulation scenario of localization at 300 GHz

Figure 39: Angular and position Empirical cumulative distribution (ECDF)

2.5.2 RISs-aided Imaging

While the benefits of operating in the near-field regime have been extensively demonstrated for localization,
communication, and sensing [29–35], the potential advantages of performing imaging within wireless communi-
cation networks operating at millimeter waves and THz frequencies have been largely unexplored to date [36].
This study explores the capabilities of near-field imaging [37–39], shedding light on its potential in practical
sixth-generation (6G) applications, e.g., within an industrial scenario. Indeed, safety applications to wirelessly
monitor human-to-machine interaction demand extremely low-latency communication and high imaging accu-
racy, especially in areas where conventional technologies like cameras or thermal sensors may encounter chal-
lenges due to obstructed visibility or interference. Given these challenges, our proposed approach leverages
a RIS to extend the reach of imaging capabilities, thus proving instrumental in covering blind corners beyond
the direct visibility of the transmitter. This ensures unparalleled spatial awareness for critical safety applica-
tions and becomes paramount in contexts where alternative technologies may falter, positioning our proposed
imaging system as a valuable complement to existing surveillance methods. The process involves initially illu-
minating the ROI, represented as a pixel-based image, and subsequently capturing its backscattered EM field
through the receiving array. The near-field propagation regime, characterized by a larger number of Degrees of
Freedom (DOF) compared to the far field, facilitates the collection of more informative measurements from the
ROI, thereby enhancing imaging capabilities. Although numerous technologies have been explored to minimize
reconstruction errors and enhance the resolution of target images, e.g., Synthetic Aperture Radar (SAR) [40],
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Figure 40: Monostatic RIS-aided system for NLoS imaging of an arbitrary ROI within a factory.

MIMO antennas [41], and computational imaging [42], only a few works have investigated the use of systems
primarily designed for wireless communications to perform imaging of unknown objects [43]. Moreover, the
imaging approaches proposed in the literature typically operate in the far-field regime and account for de-
ploying a dedicated imaging infrastructure, which needs to illuminate and collect the backscattered EM field
from a large set of angles. Consequently, their applicability in next-generation wireless systems endowed with
Integrated Sensing and Communication (ISAC) capabilities is limited.

Consider the imaging scenario in Fig. 40, which illustrates a RIS-aided monostatic configuration in NLoS
conditions. Specifically, with NLoS we here refer to the case where the direct path between the transceiver
and the ROI to be imaged is obstructed, whereas there exists a LoS condition between the RIS and both the
ROI and the transceiver. In this manner, we consider that the overall transceiver-ROI link is a concatenation
of two LoS channels connected through the RIS. The monostatic transceiver comprises NT = NR antenna
elements and illuminates the ROI with a signal of wavelength λ. The RIS can be modeled as an array of
L = S × Q elements (unit cells) and each RIS cell is characterized by a specific reflection coefficient νi ,j ,
i = 1, ... ,S , j = 1, ... ,Q, such that, by stacking all the L coefficients into the vector ν, we can define the
matrix Φ = diag(ν) ∈ CL×L to describe the reflection properties of the RIS. All the arrays’ positions are
considered known. The ROI is divided into a grid of N square cells of size ∆, located in pn = [xn, yn, zn]

T ,
n ∈ N = {1, 2, ... ,N}. Each cell, characterized by a scattering coefficient γn, relates to the Radar Cross Section

(RCS) of the scatterer within it. If the cell is empty, it holds γn = 0. We assume that |γn| ≤ γmax =
√

4π
λ2 RCSmax,

∀n ∈ N , where RCSmax = 4π
λ2 ∆2 is the RCS of a Perfect Electric Conductor (PEC) with area ∆2. We define

γ = [γ1, γ2, ... , γN ]
T ∈ CN×1 as the unknown vector of scattering coefficients associated with the selected ROI

that needs to be estimated [44].4 Moreover, in the absence of a statistical model for the ROI image, we assume
that γ constitutes a deterministic unknown vector.

The transceiver emits an illumination signal x ∈ CNT×1, ||x||2 ≤ PT, with PT the available transmit power.
Assuming that the direct transceiver-ROI link is obstructed, the received signal at the transceiver is y ∈ CNR×1

4We assume perfect isotropic reflection of the illumination signal in each ROI cell, thus neglecting any diffusive or
multiple scattering effects due to the adoption of high frequencies. Moreover, we assume no coupling occurs between the
transceiving antennas and the scatterers.
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and it is given by

y = GR ΓGT x+w , (78)

where GT = G2ΦG1 and GR = G1ΦG2 denote respectively the illuminating and sensing channels, with
G1 and G2 being the RIS-ROI and transceiver-RIS channel matrices, w ∈ CNR×1 ∼ CN (0,σ2INR) is the
Additive White Gaussian Noise (AWGN) vector, INR is the identity matrix of dimension NR, and Γ = diag(γ) =
diag(γ1, γ2, ... , γN) ∈ CN×N is a diagonal matrix containing the ROI’s scattering coefficients.5 The received
signal can be re-written as

y = GR Γ x̃+w = GR X̃γ +w , (79)

where X̃ = diag(x̃) ∈ CN×N , and x̃ = GT x ∈ CN×1 being the vector identifying the illumination signal as
observed at the ROI side. To perform holographic imaging, the ranks of GT and GR must be much greater than
one. Therefore, we assume the ROI is in the radiative near-field region of the transceiver, and/or the RIS, i.e.,

the distance d between the array/RIS and the ROI satisfies 0.62
√

D3

λ ≤ d ≤ 2D2

λ , with D the size of the largest
ROI/array [45].

The main goal of the imaging process involves two key tasks: (i) accurately estimating γ from the signal
received in (78); (ii) identifying the most effective illumination signal x and the optimal RIS configuration for
minimizing the estimation error. Due to the ill-posed nature of the Inverse Scattering Problem (ISP) under anal-
ysis, characterized by being ill-defined and ill-conditioned [46], it is essential to apply regularization techniques
to counteract substantial noise enhancements arising from the GR matrix pseudoinverse computation. For this
reason, we apply Truncated Singular Value Decomposition (TSVD), by keeping only the R strongest. Then,
Least Squares (LS) estimate of γ can be computed as [37]

γ̂ = γ + X̃−1 (H− I) X̃γ + X̃−1z . (80)

This equation reveals three well-defined terms contributing to the LS estimate γ̂, i.e., the true value of γ, a
distortion term from regularization, and a noise contribution, respectively. To evaluate the accuracy of the
imaging procedure in estimating γ, we derive a closed-form expression for the Mean Square Error (MSE) of
the LS estimate of the deterministic unknown γ as a function of x̃ [37]. Notably, MSE(γ; x̃) depends on two
discernible contributions: a first term representing the distortion introduced by the regularization technique
in the estimation procedure, and a second term that is linked to the AWGN presence. A crucial aspect of
conducting imaging involves the identification of the optimal illumination signal x⋆, which aims to minimize
MSE(γ; x̃). To facilitate our analysis, we decompose the problem into two sequential steps. Initially, we estimate
the illumination signal x̃⋆, denoted as the signal received at the ROI after propagating through the TX-ROI
channel GT. Subsequently, we determine the corresponding transmit signal x⋆ necessary to achieve a received
illumination signal closely approximating x̃⋆. Given that the MSE is dependent on the actual value of γ, we
frame our problem as follows

x̃⋆ = argmin
x

max
γ

MSE(γ; x̃) (81)

s.t. ||x||2 ≤ PT

|γn| ≤ γmax, n = 1, 2, · · · ,N ,

where we recall that x̃ = GT x and γmax represents the maximum magnitude of the scattering coefficient.
Specifically, in the presence of a scatterer in the nth ROI cell, the parameter γn is assigned the value M =
10−1γmax, as real objects typically demonstrate a RCS smaller than that of a PEC. To solve the problem, we
optimized the transmitting vector using an interior-point method [47]. This algorithm is initialized using an initial
guess solution set equal to x̃0 =

√
PT

2NT
GT (1NT×1 + j1NT×1), which corresponds to a uniform illumination of the

RIS. Moreover, as previously discussed, we set γn = γmax, ∀n = 1, ... ,N, to provide an upper-bound of the cost
function to be minimized, being the MSE dependent of the true value of γ, which is unknown. Once the optimal
x̃⋆ was found, the illumination vector was computed using x⋆ = G̃†

Tx̃
⋆, where G̃T represents the regularized

5Notably, (78) neglects the direct transceiver-ROI contribution because, due to obstructions, it does not lead to any
insightful information for imaging the ROI.
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version of GT. For further insights into optimizing the illumination waveforms at the transmitter side, readers
can refer to [37] for a detailed investigation of design considerations.

Apart from that, one should note that the overall optimization of the imaging system not only requires optimizing
the transmit signal x used to illuminate the RIS but also optimizing the RIS configuration itself. Indeed, while
in traditional NLoS imaging scenarios, passive walls have primarily been used to aid the ROI illumination [48],
the introduction of a RIS opens the door to smarter reflections.

It can be demonstrated that the optimal RIS configuration is given by

Φ⋆ = V1U
H
2 . (82)

This corresponds to matching the RIS phase profile to the right and left singular vectors of the TX-RIS and
RIS-ROI channels, respectively. Incidentally, this is the same result achieved in [13] through an alternative
method for maximizing the mutual information between a TX and a RX communicating via a RIS.

For our numerical analysis, we perform imaging over a frequency band ∆f = 40MHz centered at fc = 300GHz,
with a wavelength of λ = 1mm. This decision can entail selecting either a sub-carrier or a resource block
within an OFDM signal, which is also employed for communication purposes. Then, we consider a transceiver
equipped with a uniform squared array with size (80λ × 80λ)m2, with antenna elements spaced apart of λ.
The selected ROI spans an area of (480λ× 480λ) m2, with 8× 8 cells equally distributed with an inter-spacing
of ∆ = 60λ. Moreover, the RIS has dimensions equal to (80λ × 80λ)m2, corresponding to L = 6400, and in
paraxial configuration with respect to the transceiver. Specifically, the transceiver is placed in (0, 0, 0) m, the
RIS is located in (0, 1100λ, 0) m, while the ROI’s center is positioned in (0, 0, −300λ) m. The noise power
spectral density is equal to σ2 = −200 dBm/Hz, and the transmitted power PT is equal to 0 dBm. Performance
assessment is performed using both the empirical and theoretical MSE, along with its normalized version,
referred to as Normalized Mean Square Error (NMSE). Specifically, these metrics were calculated as

E-MSE =

∑NMC
m=1∥γ − γ̂m∥2

NMC
, E-NMSE =

E-MSE
NM2

, (83)

where NMC denotes the number of Monte Carlo iterations, set at 100. Similarly, the Theoretical Mean Squared
Error (T-MSE) is expressed by the analytical MSE(γ; x̃) expression derived in [37], and its normalized counter-
part is denoted as T-NMSE. Our results showcase three distinct approaches:

• No regularization (NO REG-NO OPT): This represents the most unfavorable configuration, wherein we
did not take into account both the regularization of the GR matrix and the optimization of the transmit
illuminating vector. We have included this scenario in our simulations as a benchmark.

• Regularization, No optimization (NO OPT): In this case, we regularize by applying the TSVD with a fixed
threshold to preserve only the first R eigenvalues of GR. Conversely, for the GT matrix, we employ TSVD
by retaining all eigenvalues whose cumulative sum does not exceed 99% of the total transmit power
PT, given that the illuminating channel is not susceptible to any noise enhancement. Here, we did not
implement the optimization of the transmitted signal and we set it as x =

√
PT

2NT
(1NT×1 + j1NT×1).

• Regularization & Interior-Point Optimization (OPT): We applied both the GT and GR matrices regulariza-
tion as per the previous case but we also added the interior-point method optimization of the transmitting
vector.

Moreover, three distinct RIS configurations were tested: (i) matched, which corresponds to the optimal configu-
ration as per (82), (ii) PEC, i.e., the RIS acts like a perfect reflecting mirror with Φ = I, (iii) anomalous reflection,
which implements the phase profile specifically designed to point the reflected signal toward the ROI’s center,
when illuminating the radio environment, and toward the transceiver’s center when sensing the backscattered
EM signal. This latter approach is typically adopted when operating in the far-field regime. Unfortunately,
despite careful testing, the PEC case is not depicted in the following figures. This is because it exhibited the
configuration with inferior results and extremely high values of NMSE. In this instance, it becomes impractical
to reconstruct any image at the transceiver side, rendering the presence of the RIS virtually ineffective for the
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Figure 41: NMSE as a function of the truncation index R selected when applying the TSVD to GR and in the
presence or absence of the illumination optimization. Dotted (◦) and continuous (−) lines corre-
spond to the E-NMSE and T-NMSE, respectively.

Figure 42: Estimated images (γ̂) retrieved from the industrial ROI under investigation for R = 64. The top-left
figure illustrates the reference image to be reconstructed, while top-(center,right) figures represent
the image reconstructions for the AR case. The second row shows the reconstructed images when
the RIS is optimally configured as per (82).

imaging procedure if not specifically optimized. In Fig. 41, the curves depicting the E-NMSE and T-NMSE are
presented for different values of the selected truncation index for TSVD R ≤ N. In this setup, it is N = 64. The
matched case demonstrates superior performance in comparison to the other two RIS configurations, thereby
facilitating the achievement of NMSE values that are several orders of magnitude smaller. This analysis under-
scores the fundamental significance of configuring the phase shift matrix Φ, which governs the behavior of the
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signal reflected by the RIS, to be precisely adapted to the wireless channels connecting the transceiver to the
ROI. Notably, the curves corresponding to the NO OPT and OPT cases for the AR RIS configuration achieved
higher values that extended beyond the plot range. This indicates that image reconstruction is not feasible
unless the peculiarities of the near-field MIMO channel are considered and the large number of DOF available
are properly leveraged to reconstruct the single-shot image of the ROI with maximum fidelity. Given that the
far-field condition, where the number of DOF converges to unity, represents the most challenging scenario for
imaging, configuring the RIS with a reflective profile commonly employed in the far field does not permit to
fully exploit the channel’s DOF available in the Fresnel region, hence improve the reconstruction accuracy of
the imaging system. Fig. 42 displays the estimated images, i.e., the γ̂ values, for the matched and the AR
configurations in the presence or absence of both regularization and transmit vector optimization for R = 64.
Specifically, the first row illustrates the image reconstructed at the transceiver side when the RIS is configured
to point only toward the ROI and the transceiver’s centers (AR case). In this case, neither regularization nor
optimization affects the performance, as the transceiver cannot reconstruct even a single pixel. Conversely,
the second row illustrates the three cases corresponding to NO REG-NO OPT, NO OPT, and OPT. These
are obtained when the RIS is optimally configured and matched to the strong near-field propagation regime
occurring at THz frequencies. In this scenario, it is evident that only the ad-hoc configuration of the RIS allows
for a decent reconstruction of the reference image (NO REG-NO OPT and NO OPT case), thereby empha-
sizing its pivotal role. Furthermore, it is observed that the accuracy and resolution of the reconstructed image
can be significantly enhanced when optimizing the transmitted waveform from the transceiver to appropriately
illuminate the RIS. This optimization results in a much sharper and well-defined image, thus representing a
crucial performance improvement for mission-critical applications focused on workplace safety. Indeed in such
contexts, even a small number of pixels reconstructed inaccurately can pose a serious risk to workers and
those in proximity.
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2.6 Link and system-level simulations of smart propagation
environments in THz-based networks

In this section, we describe the implementation of a simulation tool for link- and system-level evaluation of RISs-
assisted THz wireless networks. In our previous deliverable [49], we selected SiMoNe as a suitable simulation
tool for evaluating the solutions developed within the TIMES project. In the following, we provide a general
overview of SiMoNe and describe how this tool has been extended to support the modeling of RISs.

2.6.1 Overview of the SiMoNe simulator

SiMoNe represents a comprehensive platform tailored for the realistic modeling and analysis of mobile wireless
communication systems. Developed initially in 2014 to facilitate system-level simulations of mobile networks,
SiMoNe has since evolved into a sophisticated simulation suite capable of accurately modeling propagation
and system-level behavior in wireless communication systems.
At its core, SiMoNe embodies a modular and flexible approach to simulation, employing a block concept known
as "pipes and filter" [50]. This design pattern, inspired by data processing principles, compartmentalizes
various functionalities into distinct blocks, each responsible for handling specific tasks within the simulation
pipeline. These blocks operate sequentially, passing data between them as inputs and outputs, thus forming
an efficient data processing pipeline. This modular composition not only enhances adaptability but also fa-
cilitates seamless integration of new concepts, hardware, and simulation technologies as the field of mobile
wireless communication continues to evolve.
The SiMoNe simulation suite comprises three interconnected parts, each serving a unique role in the simulation
framework. First and foremost, SiMoNe incorporates a powerful ray tracer system, enabling the accurate mod-
eling of 3D scenarios and the prediction of communication paths with consideration for delay and amplitude.
Leveraging ray-optical methods, this component provides invaluable insights into the behavior of wireless chan-
nels, particularly in the context of THz communication systems where quasi-optical propagation plays a crucial
role. SiMoNe accounts for the four types of interactions of rays and surfaces: reflection, diffraction, transmis-
sion, and scattering, ensuring a comprehensive understanding of signal propagation characteristics [51].
Building upon the foundation laid by the ray tracer, SiMoNe features a sophisticated system-level simulation
module. This component allows for the comprehensive analysis of mobile wireless networks, taking into ac-
count factors such as network topology, node placement, and traffic patterns. By simulating realistic scenarios,
researchers can evaluate the performance of various communication protocols and algorithms, paving the way
for the development of robust and efficient mobile network architectures [52].
The third and final part of SiMoNe is the link level simulator, a high-fidelity tool designed to model the intricate
details of individual communication links. Operating at the physical layer, this simulator focuses on the signal
processing aspects of wireless communication, meticulously tracking the transmission of data bits between
transmitters and receivers. Through the use of advanced coding schemes, modulation techniques, and chan-
nel models, the link level simulator provides invaluable insights into the performance of communication links,
enabling researchers to optimize system parameters for optimal reliability, latency, and throughput. Addition-
ally, SiMoNe’s link level simulator facilitates the simulation of RF impairments, allowing for a comprehensive
assessment of system performance in real-world scenarios [50].
Following the introductory overview of SiMoNe, the subsequent sections provide concise descriptions of how
RISs are integrated into each component of the framework. Throughout these sections, we showcase the
potential research avenues enabled by SiMoNe for investigating the application of RISs in wireless communi-
cation systems.

2.6.2 Ray tracing simulations considering the impact of RIS

SiMoNe’s ray tracing module, integrated within the FemtoPred channel predictor, serves as a powerful tool for
accurately modeling wireless communication channels. Operating within a two-step approach, this module pre-
dicts propagation channels by first searching for geometric paths between Transmitter (TX) and Receiver (RX),
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then applying electromagnetic models to determine complex amplitudes of Multipath Components (MPCs)
[51].

In the initial step, the ray tracing engine conducts a meticulous search for viable geometric paths between the
TX and RX. This process involves identifying potential paths characterized by Angle of Departures (AoDs) and
Angle of Arrivals (AoAs), as well as interaction points at surfaces. A critical aspect of this step is the determi-
nation of valid paths, which involves assessing the feasibility of transmission through surfaces [53].

Direct paths, reflecting the most straightforward transmission route, are calculated based on the relative posi-
tions of the TX and RX. The path loss associated with direct paths is computed considering the free-space path
loss model, accounting for the distance between the TX and RX. Additionally, if applicable, the transmission
loss through surfaces is calculated using the transfer matrix method, considering the material properties and
thickness of intervening surfaces.

Reflected paths are identified using the principle of image sources, wherein the TX is mirrored at each surface
to pinpoint potential reflection points. The reflection coefficients at each interaction point are derived using the
transfer matrix method, which considers the properties of the surface material and the incident angle of the
ray.

Scattered rays are identified by dividing surfaces with line-of-sight connections into tiles and validating paths
through each tile. If a line-of-sight connection persists for an individual scatter tile, the ray passing through
the tile is deemed valid. The complex amplitude of scattered rays is determined using the modified equivalent
current approximation, which considers the scattering properties of the surface material as a function of the
wavelength.

In the subsequent step, electromagnetic models are applied to predict the complex amplitudes of MPCs along
the identified paths. This involves accounting for various propagation mechanisms, including reflection, scat-
tering, and diffraction. Scattered rays contribute to the overall received signal by interacting with objects in the
environment, leading to variations in signal strength and phase. Due to complexity, only the last reflection point
of a MPC is considered for scattering.

SiMoNe’s ray tracing capabilities extend beyond path prediction to include the generation of antenna dia-
grams, providing insights into the directional characteristics of antennas. By incorporating antenna patterns,
researchers can analyze the spatial distribution of transmitted and received power, aiding in the design and
optimization of antenna configurations for specific communication scenarios.

The verification process of SiMoNe’s ray tracer for indoor scenarios involves comparing simulated MPC with
measurement results to assess simulation accuracy, shown in [54]. This comparison focuses on power an-
gular profiles (PAPs) and power delay profiles (PDPs) to evaluate spatial and temporal agreement between
simulations and measurements. In cases where the simulated and measured MPCs align closely, particularly
in regions of measured MPCs, the agreement indicates the ray tracer’s effectiveness in capturing the propa-
gation characteristics accurately. However, discrepancies in gain for those influenced by scattering highlight
challenges in accurately representing material properties and interaction points. [54]

Integrating RIS into the ray tracer of SiMoNe necessitates several modifications to accurately model their ef-
fects on wireless propagation. First and foremost, RIS needs to be implemented as additional transmitting
and receiving elements within the ray tracing environment, allowing for the tracing of rays between transmit-
ters, RIS, and receivers. This entails incorporating RIS antenna diagrams to capture their electromagnetic
characteristics. These diagrams are derived from measurements and simulations. Depending on the AoA, an
appropriate antenna diagram must be chosen and applied to the MPCs departing from the RIS. Additionally,
the ray object description needs to be expanded to include parameters specific to RIS interactions, such as
interaction points, path length, angles of arrival and departure, and attenuation. Furthermore, adjustments to
ray tracer settings related to reflection, transmission, diffraction, and scattering are essential to accommodate
the unique behavior of RIS (e.g., the number of interaction points and when scattering and diffraction need
to be taken into account). Finally, the integration process requires thorough validation through simulation and
comparison with empirical data to ensure the accuracy and reliability of the modeled RIS effects [55].

The initial ray tracing results provide valuable insights into the impact of integrating RIS into the communication
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(a) Ray Tracing without RIS (b) Ray Tracing with RIS

Figure 43: Ray Tracing with and without RIS in a conference room

scenario. In Fig. 43(a), depicting the ray tracing without RIS, the meeting room scenario exhibits several
reflected paths alongside a direct path between the TX and RX, resulting in a total of six distinct paths. This
configuration represents the baseline scenario, demonstrating the propagation characteristics in the absence of
RIS. Contrastingly, Fig. 43(b) illustrates the ray tracing results with the inclusion of RIS positioned on the wall of
the meeting room. The integration of RIS introduces additional complexity to the communication environment,
manifesting in a significantly expanded set of communication paths. With RIS acting as intermediate elements
between the TX and RX, the number of paths increases substantially to a total of 42, reflecting the combinatorial
expansion of ray tracing paths facilitated by the presence of RIS. These results underscore the transformative
potential of RIS in shaping the propagation environment and highlight the importance of accurate modeling
and analysis in understanding their impact on wireless communication systems.

2.6.3 Investigating the effect of RIS in System Level Simulations

The system level simulator (SLS) in SiMoNe is designed to comprehensively model and analyze various as-
pects of mobile cellular networks. From its inception, the SLS was conceived with the principle of utilizing real
geographical data and realistic network topologies to ensure the fidelity of simulations. The SLS is a mani-
festation of this principle, providing a versatile platform capable of simulating diverse scenarios with precision
and accuracy. By leveraging real-world data and advanced modeling techniques, the SLS enables researchers
and engineers to evaluate the performance of mobile networks under different conditions, ranging from typical
3GPP scenarios to custom-designed network layouts [52].

The simulation scenarios in SiMoNe primarily depend on and represent real geographical data. This is evident
in several aspects: firstly, in the non-regular network topology, which incorporates pathloss predictions that
inherently reflect the geographical data. Secondly, the dynamic user demand is based on tempo-spatial traffic
distributions, which include either discrete intensities or individual user traces. The ray tracer described in the
previous section is used to model the propagation [52].

The SLS in SiMoNe supports two distinct representations of user demand. The first is an abstracted, macro-
scopic representation given by traffic intensity maps, which illustrate the spatial and temporal variations in
network-wide or cell-specific traffic intensity over different times of the day. The second is a microscopic
representation, involving individual user traces that simulate the behavior of users within the network, each
associated with specific demand types.
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The traffic intensity maps method models the variations in traffic intensity across different times of the day, pro-
viding an average traffic intensity for specific periods. These maps incorporate statistical data on user activity
variations throughout the day and across different land use classes, such as residential areas, streets, and
commercial zones. During the morning commute, user intensity is typically concentrated on roads, whereas in
the late evening, the majority of users are located in residential buildings. Aligning the time period covered by
these maps with the reporting period of a mobile network operator’s operations support system allows for the
simulation of actual reported average traffic. This alignment facilitates the comparison of different network con-
figurations, such as switched-off cells or altered antenna configurations, under realistic traffic conditions.

The microscopic approach, using individual user traces, allows the simulation of user-driven events, such as
handovers, and the evaluation of Key Performance Indicator (KPI) like radio link failures or dropped calls. It
also enables the optimization of handover parameters. SiMoNe employs various mobility models to generate
realistic, network-wide user traces, ranging from simple random walk patterns to realistic trajectories based on
real geographical data. The implemented models include random walk and waypoint mobility, which are based
on random directions and velocities, vehicular mobility to account for realistic vehicular user traces, pedestrian
and cyclist mobility featuring user traces that start and end at building entrances with realistic movements in
between, and a 3D indoor mobility model [56]. This indoor model generates realistic movements, including
walking through doors, using elevators, dwelling in certain rooms, and destination-oriented movements from
a starting point to a destination, complementing 3D simulations of indoor cells. These diverse models ensure
that SiMoNe can provide comprehensive and realistic simulations of user behavior in various scenarios.

As mentioned all computations are organised in the form of functional blocks. Initially, one block provides the
scenario data, such as network topology, frequency plan, and network configuration parameters. Subsequently,
the "controller" block manages the simulation time, encompassing both macroscopic and microscopic steps,
and is followed by the central "signal-strengths" block. Once all subsequent blocks have completed their
computations, the controller block advances the simulation by updating the simulation time.

The signal strength at each point in space is calculated based on the transmit power, the gain and pattern
of the corresponding antenna, and the pathloss predictions. For macroscopic simulations, these points are
organized into a raster grid with a defined spatial resolution and can be represented as a matrix (e.g. in an
Referenz Signal Received Power (RSRP) map). A second matrix stores information about the corresponding
cell. To account for more than just the strongest layer, the matrices can include several layers, ordered by
descending signal strength. In microscopic simulations, these points are defined by the actual positions of the
respective trace, with a linear vector representing the signal strength at different positions in an RSRP trace.
A second vector contains the cell ID information. To accommodate more than the strongest cell, these vectors
are converted into matrices. This approach ensures that both macroscopic and microscopic simulations are
treated in a similar manner. Further metrics, such as the Signal-to-Interference-plus-Noise Ratio (SINR), can
be calculated based on the RSRP.

Based on the handover-dependent cell assignment of individual users (microscopic case) or cell assignment
probabilities (macroscopic case), the traffic demand is allocated to the respective cell. This traffic demand is
either user-based (microscopic case) or presented as a map (macroscopic case). To calculate the resulting
downlink SINR, an iterative approach is employed, starting with each cell assigned a fixed load value. This
load value is used to determine the interfering power of each cell, under the assumption of a linear relationship
between cell load and the average transmitted power per used resource. The RSRP and interfering powers
provide a preliminary SINR, which is then used to update the actual resource requirements and cell loads
using link-level abstractions. These abstractions facilitate the mapping of SINR to spectral efficiency, thereby
determining the required amount of resources. This process is repeated until load values converge and a
steady state is reached, where all SINR and load values are stable. The link-level abstractions account for
the effects of different scheduling and antenna configurations. For uplink computations, only the microscopic
approach with discrete users and positions is supported. SINR and load computations, incorporating various
scheduling schemes, are performed to enable fast and computationally efficient uplink simulations. Based on
the SINR, KPIs such as the Bit Error Rate (BER) can be looked up in tables that are obtained from statistics or
the link level simulator (LLS) [52].

In addition to SINR and load value computations in microscopic simulations, SiMoNe incorporates different
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handover (HO) procedures, which includes all critical HO events based on 3GPP standards. The process be-
gins with initial cell selection: if the UE enters the scenario or loses the signal, it must execute a cell selection,
choosing the best server, i.e., the cell with the strongest RSRP value. Successful HO is logged when a HO
to another cell is successfully executed, with the decision based on configurable hysteresis and time-to-trigger
value pairs. A ping-pong HO is recorded if the UE reconnects to the previous cell within a predefined time
window, with decisions based on adjustable timer values. HO failure occurs if the SINR conditions are too poor
during the HO procedure, which can happen if the conditions are too bad in the source cell, preventing the
UE from receiving the HO command, or in the target cell, where the UE cannot connect after receiving the
HO command. In case of HO failure due to bad SINR conditions at the target cell, a hand back is executed to
reconnect the UE with the source cell. A radio-link failure is logged if the UE loses connection to a cell, which
can occur if the SINR conditions are too poor for communication between the cell and the UE, or if the RSRP
conditions are too weak, placing the UE in a coverage hole [52]. By integrating RIS into the SLS, their impact
on network performance can be evaluated, and their deployment and configuration can be optimized. In simu-
lations, RISs can be used to manipulate the wireless propagation environment, enhancing signal strength and
coverage in targeted areas. By adjusting the properties of RIS elements, SiMoNe can model various scenarios
to assess improvements in metrics such as SINR, data throughput, and user connectivity. Different strategies
for RIS placement and orientation to maximize network efficiency and reliability can be reviewed. Additionally,
SiMoNe SLS can simulate the dynamic behavior of RISs in response to changing network conditions, providing
insights into their effectiveness in real-time adaptive networks.

As next step, we will integrate RIS in the SLS by implementing an additional block in the simulation pipeline.
At first, the path loss will be predicted using isotropic path loss. Afterwards, the AoA and AoD at the RIS are
determined at runtime by ray tracing and antenna gains based on the angles using the additional block will be
assigned. Possible future investigations include updating rates, refining tracking algorithms, analyzing capacity
and coverage through maps, developing mobility models tailored for industrial environments, and exploring
various placement options as suggested in the literature.

2.6.4 Integrating RIS in Link Level Simulations

The link level simulator within SiMoNe simulates the physical layer and signal processing aspects for one link
between a transmitter and a receiver. It intricately examines the transmission and reception of data symbols,
meticulously considering factors such as channel impairments, noise, and interference. Armed with coding
schemes and modulation presented in [57], it diligently encodes and modulates data for transmission while
faithfully modeling various channel phenomena including fading, multipath propagation, and interference. No-
tably, the simulator supports both hard decision and soft decision detection strategies, as well as different
coding schemes like LDPC and RS coding. In essence, the link level simulator plays a pivotal role in assessing
and optimizing the performance of wireless communication systems, offering crucial insights into system relia-
bility, latency, and throughput at the physical layer, by simulating the quality of individual connections between
transmitters and receivers.

The modular composition of SiMoNe’s LLS is fundamental to its adaptability and extensibility, enabling seam-
less integration of new concepts and technologies as the field of wireless communication evolves. By organiz-
ing functionalities into interchangeable blocks and leveraging object-oriented programming principles such as
abstract classes and inheritance, the LLS architecture facilitates code reuse and minimizes redundancy. This
modular approach not only streamlines development but also enhances the simulator’s flexibility to accommo-
date diverse simulation scenarios and research objectives. In parallel, the LLS employs iterative computations
to optimize simulation runtime and resource utilization. Through iterative iterations, the simulator dynamically
adjusts the number of simulated bits based on the communication scenario’s BER, ensuring statistically signif-
icant predictions of system performance while minimizing computational overhead. By discarding transmitted
bits after BER calculation, the simulator effectively manages memory resources, allowing for efficient execu-
tion of simulations even in scenarios with high BER variability. This iterative approach underscores the LLS’s
commitment to balancing simulation accuracy with computational efficiency, enabling researchers to conduct
comprehensive performance evaluations across a wide range of communication scenarios [50].

The integration of ray tracing results within SiMoNe’s LLS is considered a pivotal aspect of its simulation
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framework, leveraging advanced ray-optical methods to derive channel information from realistic 3D scenar-
ios. By implementing an interface to the ray tracing framework, the LLS enables the seamless integration of
ray tracing data, thereby enriching the simulation environment with detailed channel characteristics such as
delay and amplitude. This integration empowers simulation scenarios to be conducted, facilitating compari-
son with measurement results and enabling insights into scenarios that may be challenging or impractical to
access through empirical means. Furthermore, the visualization capabilities of the LLS play a crucial role in
interpreting simulation outcomes and facilitating scientific communication. Through tools such as constellation
diagrams, eye diagrams, and spectrum plots, various stages of the transmission system can be visually ana-
lyzed and interpreted, aiding in the identification of key phenomena and providing valuable insights into system
performance. [50]

Figure 44: block diagram of the link level simulator in SiMoNe

The link level simulator comprises distinct blocks operating at both the transmitter and receiver sides to emulate
the transmission and reception of data, as shown in Fig. 44. At the transmitter side, the process begins with the
BitSource-Block, responsible for generating the data bits to be transmitted. These bits are then passed through
the Encoder-Block, where error correction coding is applied to enhance the robustness of the transmission.
Subsequently, the Interleaver-Block rearranges the encoded bits to mitigate the effects of burst errors. The
Modulator-Block then translates the bit sequence into a corresponding waveform suitable for transmission over
the channel. In the channel, represented by the Channel-Block, the transmitted signal is subjected to various
impairments such as noise, fading, and interference. At the receiver side, the received signal undergoes
processing to recover the transmitted data. The Detector-Block first extracts the modulated symbols from the
received waveform. The Deinterleaver-Block reverses the interleaving process to restore the original order of
the symbols. Finally, the Decoder-Block deciphers the encoded symbols to retrieve the original data bits. The
processed bits are then delivered to the BitSink-Block, completing the transmission cycle within the link level
simulator.

Since only the Channel-Block is impacted by the RIS implementation, the implementation of this block requires
more detailed consideration. The challenge faced by the simulator lies in translating the time-continuous
behavior of the channel into the discrete-time domain required for computer simulation. Beginning with the
MPCs derived from the ray tracing simulation, represented as pairs of amplitude Ai and delay τi , the Channel
Impulse Response (CIR) of the propagation channel is constructed as

hC (t) =
∑
i

Aiδ(t − τi ), (84)

where the amplitude is assumed to be frequency-independent. To adapt this continuous-time expression to
discrete-time simulation, the modulation channel incorporates the transmit pulse discussed previously. By
convolving the band-limited transmit pulse with the channel impulse response and sampling it at the specified
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sampling frequency, the resulting discrete-time channel impulse response is expressed as

hTX ,C = (g ∗ hC )[n] =
∑
i

AiATShTX (n∆t − τi ), (85)

where TS represents the sampling interval, A the amplitude dependent on the transmission power and g [n] the
transmit pulse. This discrete-time representation serves as the filter coefficients for a finite impulse response
(FIR) filter, implemented using a fast convolution approach. Consequently, the incident signal at the receiver
is obtained through the convolution operation w [n] = d [n] ∗ hTX ,C [n], where d [n] denotes the sampled complex
samples, send by the TX. Importantly, the channel and the transmit filter can be split, allowing these filters to
be applied to the signal independently of each other, providing flexibility in the simulation setup. [50]

For the integration of RIS into the LLS, two possible concepts emerge, each offering distinct advantages and
limitations. The first approach entails encapsulating all electromagnetic characteristics of a RIS within the
antenna diagram of the RIS itself. Using this method, only one channel filter is generated, simplifying the
simulation process. However, this approach does not differentiate between MPCs influenced by the RIS and
those solely between the TX and RX. Consequently, the first approach lacks the ability to capture the specific
impact of individual Radio Frequency (RF) impairments associated with an RIS.

Alternatively, the second approach involves implementing a novel ChannelBlock capable of distinguishing be-
tween MPCs influenced by the RIS and those without such influence. Here, two separate channel filters are
created: one for MPCs without RIS and another for MPCs with RIS. To calculate the incident signal at the re-
ceiver, the outputs of both filters are superimposed. This approach allows for a more nuanced representation of
the RIS’s impact, enabling the simulation to model RF impairments of the RIS in a more complex manner than
merely through an antenna diagram. However, the implementation of this method is more complex and com-
putationally intensive compared to the first approach, potentially leading to longer simulation times. Therefore,
while the first approach offers simplicity and faster simulations, the second approach provides greater preci-
sion in calculating the impact of an RIS. Further investigation is required to determine which implementation
is superior based on the specific requirements and objectives of the simulation. Potential research areas for
the LLS extend beyond addressing RF impairments and encompass investigations into Inter-Symbol Interfer-
ence (ISI), including the refinement of channel estimation techniques and the optimization of RIS illumination
strategies.
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3 Multi-goal network optimizations and MAC procedures
for THz-based mesh network

3.1 Objective and methodology

Following the physical (PHY) layer analysis of RISs, RF impairments, and metaprisms, this section addresses
the MAC and network-level aspects of industrial networks. Specifically, this part of the deliverable relates to the
project’s proposal of an “intelligent and multi-goal mesh network”. This concept involves a THz network that
interconnects active and passive devices and utilizes intelligent/Artificial Intelligence (AI)-based algorithms to
seamlessly satisfy various requirements in different areas of the plant, taking advantage of the link redundancy
provided by mesh networking.

For this sake, we consider a factory where different types of sensors are deployed over automation machines
to collect meaningful data. Sensors on the machines generate different types of traffic (see Section 3.2.2) with
different type of requirements, and send the measured data to a BS, located somewhere in the factory, via
wireless links.

From the wireless communication perspective, this scenario is extremely challenging: as identified in our pre-
vious deliverables [49, 58], the number of sensors, as well as the corresponding data-rates, produce network
throughput that can be as large as tens of Gbit/s, and sensor miniaturization imposes another fundamental
constraint. These requirements cannot be fulfilled by current wireless technologies, and this opens up new
possibilities, such as using higher frequencies. In particular, the THz band, that is, the interval of frequen-
cies from 0.1 to 10 THz, offers bandwidths of several GHz which provide ultra-high data rates, while sensors
miniaturization will benefit from the smaller wavelengths.

However, these advantages are obtained at the cost of very high channel losses that limit the transmission
range, even in Line of Sight (LOS) conditions. The latter problem can be partially tackled by means of direc-
tional antennas. Due to miniaturization and cost constraints, we assume the sensors have low transmit and
receive antenna gains, due to their simplicity. The latter will have two consequences. The first one is that
sensors will have very limited sensing range, making the application of Carrier Sense Multiple Access (CSMA)
techniques difficult, due to the huge impact of the Hidden Terminal Problem (HTP). The second one is that in
an industrial scenario, with many metallic surfaces, the transmission range cannot guarantee direct connectiv-
ity between all sensors in the factory and the BS, resulting in the need for deploying a mesh (i.e., multi-hop)
topology. Another implication on the network layer protocols of the use of THz frequencies is that the ultra-high
bit rates, combined with the short packet lengths typical of Industrial Internet of Things applications, will make
packet transmission times shorter than the propagation delays. This fact sets unprecedented issues that, at
the MAC layer of the protocol stack, need specific considerations.

In this Section, we present a system model describing the aforementioned scenario, based on two Italian
factories (Robopac-Aetna Group and Bi-Rex), a channel model, and the traffic models. Two feasible MAC
protocols, based on Unslotted Aloha and Slotted Aloha, are presented, accounting for the real propagation
delays. Results report a comparison between the two MAC protocols and the impact of propagation delays on
the performance when considering a typical star network topology. Finally, some preliminary results related
to a two-hop mesh topology are presented, where we propose an innovative flooding-based extension of the
Unslotted Aloha protocol from the MAC layer perspective. Results have been obtained via simulations, through
the use of a customized simulator.

It is worth noting that, in alignment with Objective 4 of the TIMES project, these intermediate results propose
a MAC layer protocol that supports mesh networking exclusively among active devices. However, we are
also developing a scheme to include passive RISs as an additional opportunity for link redundancy. The final
subsection also describes the approach we are following in this sense. Intelligent/AI-based optimizations for
performance enhancements and link predictions will be addressed in the next deliverable, as we chose to
contextualize the motivation for mesh networking and benchmark it against legacy approaches in this first
phase.
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3.2 System model

In this section, we introduce our system model, emphasizing the network architecture, traffic, deployment, and
channel models. This system model, along with the proposed THz network architectures and MAC protocol
solutions, have been incorporated into a modular network simulator written in Python. While time is discrete
in this simulator, an event-based approach has been adopted to accommodate the short timeframes charac-
teristic of THz networks, which typically operate on the scale of nanoseconds, with the aim of shrinking the
simulation timings.

3.2.1 Scenario

We consider a factory floor formed by a pilot line and a remote control unit. Industrial machines are deployed
over the pilot line to perform specific tasks (i.e., soldering, milling, assembling, etc.). These machines are
equipped with sensors that need to communicate with their Programmable Logic Controller (PLC). Usually,
the PLC is connected to the machine by cable. Conversely, we foresee a futuristic approach where the PLC is
remote, i.e., is implemented in a server located in the remote control unit of the industry plant. To do so, we
consider that each machine’s sensor is a UE operating in the THz band.

3.2.2 Traffic model

In light of the above industrial scenario, each UE is categorized based on its traffic model. We foresee three
different traffic models, as defined by Work Package (WP)2 [49]:

1. Real-Time (RT): It is a fixed periodic traffic, i.e., each UE generates fixed data size, PRT, at predefined
time intervals TRT;

2. Camera Node (CN): This is the traffic produced by the cameras present in the industrial environment
and aiming at monitoring the manufacturing processes. Notice that those video streams do not interact
with a PLC but still need to reach the remote control unit where the monitoring logic is present. Like RT,
CN is a fixed periodic traffic, with both fixed data size PCN and inter-arrival time TCN;

3. Non Real-Time (NRT): Similarly to RT, this traffic characterizes machines, where the PLC have to gather
data from the sensors of the machine and forwards them to an edge computer which is still located in
the remote control unit. Specifically, there are two phases:

(a) Data collection: The data are generated with a fixed inter-arrival time TNRT,DC. The data size is
also constant but it depends on the machine state. In particular, during a standby period of random
duration TSB, which is modeled as an exponential random variable with parameter λSB, the data
size is PNRT,SB, whereas, during the ON period of fixed duration TON, the data size is PNRT,ON;

(b) Data optimization: The data are generated with a random inter-arrival time TNRT,DO, which is mod-
eled as an exponential random variable with parameter λDO. The data size is constant and can be
PNRT,H with probability p, or PNRT,L otherwise.

The result of our implementation of the three traffic types is shown in Figure 45, which portrays the buffer
size of a generic UE as a function of the data generation instant and its traffic type. We set PRT = 70 B,
TRT = 10 ms, PCN = 10 MB, TCN = 8.3 ms, λSB = 50 arrivals/s, TSB = 50 ms, PNRT,SB = 40 B, TON = 100 ms,
PNRT,ON = 200 B, λDO = 0.9 arrivals/s, p = 1, PNRT,H = 100, PNRT,L = 50. The random exponential values (i.e.,
TSB and TNRT,DO) have been determined as the mean of 100 samples.

From the network perspective, Figure 45 shows that the considered traffic is a mixture of regular (i.e., RT and
CN), and irregular (i.e., NRT) patterns with different characteristics (in terms of data size and inter-arrival time)
and requirements (e.g., machines’ data may require high reliability, whereas video streaming demands for high
network throughput). This heterogeneous multi-goal objective is typical of industrial environments and poses
tremendous challenges to the mobile radio network design.

101096307 - TIMES 64 of 93



D4.2 - Intermediate report on multi-goal mesh network optimization
and exploitation of smart propagation environments - v1.0

Figure 45: Buffer size as a function of the data generation instant and the three traffic types, namely RT, CN,
and NRT. We set PRT = 70 B, TRT = 10 ms, PCN = 10 MB, TCN = 8.3 ms, λSB = 50 arrivals/s,
TSB = 50 ms, PNRT,SB = 40 B, TON = 100 ms, PNRT,ON = 200 B, λDO = 0.9 arrivals/s, p = 1,
PNRT,H = 100, PNRT,L = 50.

3.2.3 Deployment model

The pilot lines examined in this study are actual Italian plants, namely those belonging to the Robopac-Aetna
Group and Bi-Rex. We meticulously modeled and implemented these pilot lines in our network simulator thanks
to the information provided by such partners.

Robopac-Aetna Group The Robopac-Aetna plant has a size of 52.36x35.4x8.5m3, in which O = 9 packing
machines of various sizes are placed according to their actual position. For the sake of simplicity, these
industrial machines have been modeled as cubes of side 2 m for small machines and 4.2 m for large machines,
respectively. To reach the remote control unit, we assume that a THz BS is located at the center of the top
base of the factory, as shown in Figure 46.

Bi-Rex The Bi-Rex scenario is a 32.2x66.24x6.3m3 plant in which O = 28 machines, including printers,
assembly, packing, and measurement stations, are placed according to their actual position. For the sake of
simplicity, these industrial machines have been modeled as cubes of different sides {1, 1.5, 2, 3.5} m. The real
plant is equipped with a Non-Public 5G Network; therefore we have placed the THz BS in the exact location of
the actual 5G BS, being approximately at the height of 6 meters in one corner, as depicted in Figure 47.

As can be observed, in both scenarios, we assume that UEs generating RT or NRT traffic are randomly
distributed across the industrial machines, either inside and along the external machine’s surface, whereas CN
UEs are located randomly on the walls of the plants.
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Figure 46: Implementation of the Robopac-Aetna Group pilot line

3.2.4 Channel model

The channel propagation conditions considered for the radio channel modeling follow the Indoor Factory (InF)
scenario of the 3GPP TR 38.901 [59]. In particular, the channel is modeled with a narrowband description
where the path loss PL can be written as follows:

PL[dB] = β + αlog10(d [m]) + γlog10(fc [GHz ]) + SH[dB], (86)

where d is the Tx-Rx distance, fc is the carrier frequency, SH represents the Shadowing modeled as a gaussian
random variable with zero mean and standard deviation σ, whereas α, β, and γ are real-values that depend
on:

• LOS/Non Line of Sight (NLOS) conditions;

• the clutter density of the scenario, either sparse (S) or dense (D). Specifically, the clutter density, (CD),
is defined as the ratio between the sum of the area occupied by the machines Amo , with o = 1, 2, ...,O,
and the area of the industrial plant Aw , therefore: CD =

∑O
o=1 Amo

Aw ;

• the height of the transmitter, either low (L), if the transmitter is inside a machine, or high (H), if it is located
outside the machines.

The signal-to-noise-ratio (SNR) can be then written as:

SNR[dB] = Ptx [dBW ] + ηtx [dB] + ηrx [dB] + Gtx [dB] + Grx [dB]− PL[dB]− Pn[dBW ], (87)
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Figure 47: Implementantion of the Bi-Rex pilot line

where Ptx is the transmitted power, ηtx , ηrx are the transmitter and receiver antenna efficiencies, respectively,
Gtx , Grx are the transmitter and receiver gains, PL is the path loss, and Pn = kT0FB is the noise power,
with k being the Boltzmann constant, T0 is the reference temperature of 290 K, F is the noise figure of the
receiver, and B is the bandwidth. In particular, a successful decoding happens when the SNR overcomes a
given threshold SNRth, that is, SNR ≥ SNRth. In this regard, Figures 48 and 49 provide a quantitative idea
of the SNR values characterizing the Robopac-Aetna and Bi-Rex scenario in a 2D fashion, with and without
shadowing, where we consider the downlink transmission from the BS to the different UEs in the best-case of
LOS conditions. We set Ptx = 32 dBm, Gtx = 14.5 dB, Grx = 14 dB, fc = 300 GHz, B = 25 GHz, ηtx = 0 dB,
ηrx = 0 dB, and Frx = 8.5 dB.

The SNRth values are then computed starting from the requirement on the success probability at the PHY layer,
pphy, whose expression is as follows:

pphy = 1− BLER, (88)

where BLER represents the Block Error Rate, defined in Eq. 89, particularly when considering Automatic
Repeat Request (ARQ) as the error correction technique.

BLER = 1− (1− BER)P , (89)

where BER represents the Bit Error Rate and P is the size of the message in bits. By assuming an M-QAM
modulation scheme, the BER can be calculated as follows:
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(a) Robopac-Aetna scenario (b) Bi-Rex scenario

Figure 48: SNR values characterizing the Robopac-Aetna and Bi-Rex scenario according to the LOS InF 3GPP
model and with shadowing.

(a) Robopac-Aetna scenario (b) Bi-Rex scenario

Figure 49: SNR values characterizing the Robopac-Aetna and Bi-Rex scenario according to the LOS InF 3GPP
model but without shadowing.

BER =
L− 1

L log2L
erfc

(√
log2L

(L− 1)2
SNR

)
, (90)

where L =
√
M is the level of modulation.

Hence, starting from a pphy requirement, it is possible to define a minimum SNR, SNRth, that allows to obtain
such pphy value. Indeed, given three reasonable values of pphy calculated at the BS side, Table 6 presents
the corresponding SNRth data of the BS-UE link in LOS condition. Here, we consider the uplink direction of
communication from the UEs to the BS and we set Ptx = 30 dBm, Grx = 14.5 dB, fc = 300 GHz, B = 25 GHz,
ηtx = 0 dB, ηrx = 0 dB, and Frx = 8 dB. Additionally, the table showcases the required Gtx levels for covering
either the entire industrial plant (denoted as Gtx|dmax ,Aetna

for the Robopac-Aetna layout, where dmax ,Aetna = 32 m,
and Gtx|dmax ,Bi−Rex

for the Bi-Rex scenario, where dmax ,Bi−Rex = 73 m) or half of it (represented as G
tx| dmax ,Aetna

2

for
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Table 6: Success probability at the PHY layer, pphy, as a function of the transmitter gain, Gtx , and the maximum
or half-maximum distance of the two considered scenarios, Robopac-Aetna and Bi-Rex.

pphy SNRth Gtx |dmax ,Aetna
G
tx | dmax ,Aetna

2

Gtx |dmax ,Bi−Rex
G
tx |

dmax ,Bi−Rex
2

0.9 7.13 dB 11.89 dB 5.42 dB 19.59 dB 13.12 dB

0.95 7.65 dB 12.42 dB 5.95 dB 20.12 dB 13.65 dB

0.99 8.66 dB 13.43 dB 6.96 dB 21.13 dB 14.66 dB

Figure 50: pphy as a function of the transmitter gain, Gtx , and the UE ID, where each UE is located at a different
distance d from the BS. The distance d for each UE is indicated at the top of each x-axis value.
The pphy requirement is 0.9.

the Robopac-Aetna layout, where dmax ,Aetna

2 = 16 m, and G
tx|

dmax ,Bi−Rex
2

for the Bi-Rex scenario, where dmax ,Bi−Rex

2 =

36.5 m). Notably, under our specified conditions, achieving a satisfactory success probability at the PHY layer
for covering the entire warehouses necessitates directive gains exceeding 10 dB and 20 dB for Robopac-Aetna
and Bi-Rex layouts, respectively.

To further extend these preliminary considerations on coverage, Figures 50, 51, 52 illustrate the pphy variation
for the scenarios when shadowing and fading are considered in LOS condition. Here we consider the uplink
direction of communication from the UEs to the BS again and we set Ptx = 30 dBm, Grx = 14.5 dB, fc = 300
GHz, B = 25 GHz, ηtx = 0 dB, ηrx = 0 dB, and Frx = 8 dB. Additionally, the pphy values are averaged over 105

samples. UEs are randomly distributed in the pilot line and Gtx is taken from the set {0, 10, 20, 30} dB. Every
x-axis corresponds to a given UE ID, that is, a different BS-UE distance, which is reported at the top of the
bars, whereas every plot is characterized by a different pphy requirements of 0.9, 0.95, and 0.99, respectively,
that in turn results in SNRth of {7.13, 7.65, 8.66} dB (see Table 6). The results confirm that the pphy decreases
by increasing the UE-BS distances and that high gains (20/30 dB) are needed to meet the pphy requirements
of 0.9, 0.95, and 0.99, respectively, for sufficiently high Tx/Rx distance d > 6 m. Remarkably, with these high
gains, the Robopac-Aetna scenario can be covered entirely, while the Bi-Rex layout only partially. However,
these results have been obtained under LOS conditions, whereas most of the UEs are located inside machines
(i.e., in NLOS). Therefore, it is expected that lower pphy values will be reached compared to those observed in
Fig. 50, 51, and 52, resulting in shorter transmission ranges. This statement motivates the need to investigate
mesh networking at THz frequencies.
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Figure 51: pphy as a function of the transmitter gain, Gtx , and the UE ID, where each UE is located at a different
distance d from the BS. The distance d for each UE is indicated at the top of each x-axis value.
The pphy requirement is 0.95.

Figure 52: pphy as a function of the transmitter gain, Gtx , and the UE ID, where each UE is located at a different
distance d from the BS. The distance d for each UE is indicated at the top of each x-axis value.
The pphy requirement is 0.99.

3.2.5 Network architecture

We foresee two main THz-based network architectures:

1. Star: This is the benchmark and straightforward network architecture where the UEs communicate
directly with the BS.

2. Mesh: In this case, UEs can both communicate directly with the BS and with other UEs. All UEs that
receive data from the others must forward the receptions directly to the BS, together with any of their
own data. This is because the objective of the communication remains to connect UEs with the PLC
located in the remote control unit, thereby the mesh is characterized by a fixed destination to be reached
(i,e, the BS).
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(a) Star

(b) Mesh

Figure 53: Exemplary plot of the considered THz-based network architectures within the multi-goal industrial
framework.

An exemplary plot can be found in Figure 53. Besides the star topology of Figure 53(a), the mesh depicted
in Figure 53(b) shows that a UE may need (at least) an additional hop to reach the BS due to (i) unfavorable
propagation conditions (as the case for the depicted RT UE) or (ii) capacity issues (as the case for the depicted
NRT UE). Details on the MAC protocol tailored for such THz-based network architectures are presented in the
following section.

3.3 Network layer protocol

3.3.1 MAC layer

In order to save energy we consider a very simple protocol based on Unslotted Aloha, where a random Back-
Off (BO) is added with the aim of reducing packet collisions.

In particular, the protocol works as follows: each UE is in IDLE mode and, as soon as it has a data packet
ready to be transmitted in the MAC queue, it will initiate BO for a random number of time slots, TBO , in the
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Figure 54: UE state diagram for the Unslotted Aloha protocol.

range [1; 2iC ], where 2iC is the maximum duration of the contention window (C is an integer number), while
i is another integer number which counts the number of transmissions attempts (i is set to 1 for the first
transmission attempt). At the end of the BO period, the UE sends the data packet and it goes in reception
mode for a maximum amount of time, TWAIT . In case an Acknowledgment (ACK) is received, the UE goes
back to BO, if a new data packet is already in the queue, or to IDLE, if no data packet is in the queue. If the
ACK is not received the UE retries the transmission of the data packet up to a maximum number of time, Rd.

Fig. 54 represents the aforementioned UE state diagram. The time spent in each state is set as follows:
TIDLE = TBO = 1.6 ns, Tack = PA 8/Rb, being PA the number of bytes in the ACK packet and Rb the bit rate,
Tdata = P 8/Rb, where P is the data packet size in bytes; finally TWAIT = Tack + 2 τpmax , where τpmax is the
maximum propagation delay possible in the considered scenarios.

Collisions are computed at the BS side, accounting for the real propagation delay between the transmitter UE
and the BS, τp. If two (or more) packets are received at the BS partially or completely overlapped in time (see
Figure 55 on the right) data packets are all considered as lost (no packet capture model is considered actually).
In addition, we assume the BS is working in half-duplex mode, that is, if it receives a data packet when it is
busy with the transmission of an ACK, the packet is discarded (see Figure 55 on the left).

In order to decrease collisions, at the expense of energy consumption and throughput, also the case of Slotted
Aloha has been considered. The protocol works exactly in the same way as described before, with the excep-
tion that time is divided into slots, of duration Tslot = Tdata + τpmax , and each time a UE has to change a state it
should locate the boundary of the next slot (see Figure 56). In such case we set TIDLE = TBO = Tslot . Note that
the presence of large propagation delays, different from UE to UE, may decrease the collision probability in this
slotted protocol. Indeed, frames (data or ACK) that are sent at the beginning of the same slot may do not result
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Figure 55: Unslotted Aloha: Examples of data packet losses.
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Figure 56: Slotted Aloha: Example of data packets transmission without losses thanks to the propagation
delays.

in collision, since they are received not overlapped in time at the receiver side. Examples are given in Figure
56, for the case of ACK and data transmission and in Figure 57 for the case of two data transmissions.

3.3.2 Mesh formation

To provide an initial assessment of mesh networking at THz frequencies, we propose a flooding-based exten-
sion of the Unslotted Aloha MAC protocol, summarized in Figure 58. The key innovation is that UEs enter
reception mode during BO, resulting in a longer BO duration to ensure a possible reception of data even in the
worst case. Consequently, we set the BO duration equal to TB = Tdata + τpmax + TBO ξ, where ξ represents the
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Figure 57: Slotted Aloha: Example of data packets transmission without losses thanks to the propagation
delays.

random number of time slots in the range [1; 2iC ]. If during BO the UEs correctly receive a data packet that
has not yet been forwarded to the BS by another UE and the number of data packets in the MAC layer queue is
below its capacity Q, they will enqueue it. Like the BS, UEs will immediately acknowledge successful reception
with an ACK. They will then transmit the data in the MAC layer queue, including both their own data and those
to be forwarded. Notably, the portion of the transmission containing forwarded data is intended exclusively for
the BS and will be discarded by other UEs, while the remaining data is sent in broadcast.

In this flooding-based extension of the Unslotted Aloha MAC protocol, it is confirmed that, after data transmis-
sion, UEs go in reception (i) until an ACK is received or (ii) for a maximum amount of time TWAIT . However, in
this mesh networking, a UE can receive an ACK, either by the BS or other UEs, which may not be intended
for such UE and that should be discarded. The BS should do the same, as it might receive duplicated data
packets from different UEs.

Another important note is that during TWAIT , UEs can also receive data from other UEs. In this case, they will
enqueue the reception if their MAC layer queue does not already contain Q data packets and this transmission
is not intended for the BS. After any reception, the UEs will continue waiting until the reception of the right
ACK or when TWAIT ends. At the end of the WAIT phase, each UE will transmit the ACKs relative to all the
receptions, if any, and it will check the MAC layer queue. If it is empty, the UE will return in IDLE, otherwise, it
will perform data transmission, and the MAC protocol starts again.

Figure 59 illustrates an example of the aforementioned approach, considering two UEs, UE1 and UE2, trans-
mitting DATA1 and DATA2, respectively. In particular, the figure assumed that the former is in BO when the
latter transmits DATA2, thereby enabling mesh networking according to the proposed variant of the Unslotted
Aloha MAC protocol. In particular, Figure 59 depicts an exemplary timing diagram of (i) the considered Unslot-
ted Aloha MAC protocol when applied to the benchmarking star topology (see Fig. 59(a)), i.e., when UE1 do
not set the reception mode during BO, (ii) the aforementioned flooding-based extension of the Unslotted Aloha
MAC protocol when the BS is capable of receiving DATA1 and DATA2 (two times) from both UEs (see Fig.
59(b)), (iii) same as case (ii) but when the BS receives DATA1 and DATA2 only from UE1 because there is a
link failure with UE2 (see Fig. 59(c)). As can be seen, the BS sends cumulative ACKs when correctly receives
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Figure 58: UE state diagram for the proposed flooding-based extension of the Unslotted Aloha protocol, en-
abling mesh networking. Some details, such as the criteria for accepting data/ack receptions and
discarding data packets from other UEs, are omitted for simplicity.

DATA1 and DATA2 in a single reception (i.e., the cases shown in Figs. 59(b) and 59(c)).

3.4 Key Performance Indicators

In this section, we present the KPIs that have been utilized to validate the proposed MAC protocols’ design
(see Section 3.3.1) within our THz-based system model (see Section 3.2).

3.4.1 Success probability

The success probability, ps, is defined as the ratio between the average number of data successfully received
at the PHY and MAC layers of the BS, and the total number of data transmitted by the UEs, that is,

ps =
1

N

N∑
i=1

NRXi

NTXi

, (91)

where N is the total number of UEs, NRXi is the number of data successfully received at the BS by the i-th
UE, and NTXi is the number of data transmitted by the i-th UE. We then recall that a data packet is deemed
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(a) Unslotted Aloha-based star topology working principle.

(b) Unslotted Aloha-based mesh topology working principle when
the BS successfully receives the data coming from UE2.

(c) Unslotted Aloha-based mesh topology working principle when
the BS does not successfully receives the data coming from UE2.

Figure 59: Examplary timing diagram of the Unslotted Aloha-based star and mesh networking working princi-
ple.
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successfully received at the PHY and MAC layers of the BS when its SNR ≥ SNRth and it has not collided with
any other transmission.

3.4.2 Network Throughput

The network throughput, S , is defined as the number of information bits per second successfully received at
the MAC layer of the BS, that is,

S =
P NR

TS
, (92)

where P is the data size, NR is the number of data successfully received at the BS, and TS is the simulation
time.

3.4.3 Latency

The average latency, L, is defined as the average time needed by UEs to transmit data with success, that
is,

L =
1

N

N∑
i=1

1

NPi

NPi∑
j=1

Li ,j (93)

where N is the total number of UEs, NPi is the number of data packets generated by the i-th UE and not
discarded, and Li ,j is the time interval from the generation of the j-th data by the i-th UE to the reception
of the corresponding ACK. It is worth mentioning that a UE discards a data packet when the number of
retransmissions has overcome a given threshold Rd. Note that, in mesh networking, UEs can receive ACKs
from other UEs acting as relays to the BS. In this scenario, when the BS successfully receives the data from
the first relay, it calculates the latency for that packet, denoted as Li ,j , by summing the time required for the
transmission of the ACK to the UE that generated the data packet and the propagation delay of the ACK.
This approach ensures fairness between star and mesh computations. Indeed, it is important to note that the
ACK sent by the BS is likely not received by the originating UE, as it is not in reception mode, having already
received a confirmation from the first relay.

3.4.4 Energy consumption

The average energy consumption, E , is defined as the average energy consumed by UEs, that is,

E =
1

N

N∑
i=1

1

NPi

NPi∑
j=1

Ei ,j , (94)

where N is the total number of UEs, NPi is the number of data generated by the i-th UE, and Ej is the energy
consumed by the i-th UE to transmit the j-th data packet. Notice that we consider the energy consumption
for all the actions taken by the i-th UE to transmit the j-th data. This includes retransmissions, BO periods,
reception of ACKs, etc.

3.5 Numerical Results

In this deliverable, our aim is to analyze the achievable network performance under the worst-case scenario
of offered traffic. This scenario occurs when the buffers of the UEs are consistently full, meaning the UEs
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Table 7: Simulation parameters.

Parameter Description Value

Ptx,UE Power transmitted from a UE 30 dBm

Ptx,BS Power transmitted from the BS 32 dBm

GUE Antenna gain of a UE 14 dB

GBS Antenna gain of the BS 14.5 dB

B Bandwidth 25 GHz

FUE UE noise figure 8.5 dB

FBS BS noise figure 8 dB

SNRth SNR threshold 7.13 dB

C Integer value defining the BO period 5

Rd Maximum number of data packet retransmissions 3

PA Size of ACK packet 10 B

P Size of data packet 20 B

Q Length of the MAC layer queue of UEs 4 data packets

fc Carrier frequency 300 GHz

Rb UE bit rate 50 Gbit/s

TBO Back-off minimum time slot duration 1.6 ns

Ns Number of simulations 10

TS Simulation time 50 ms

WBO Power consumed in BO (star architecture) 0.1 mW

WTX Power consumed in transmission 1 mW

WRX Power consumed in reception 0.5 mW

WIDLE Power consumed in IDLE 0.1 mW
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Figure 60: Success probability at the MAC layer, pmac, as a function of the number of UEs, N, the MAC protocol
(either Slotted or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex).

always have data awaiting transmission to the BS, resulting in a null inter-arrival time. This analysis is cru-
cial for evaluating the network throughput of a THz network, as this metric is dependent on the traffic type.
Therefore, moving forward, we will operate under the assumption that all UEs generate traffic with a fixed size
P. Additionally, it is important to note that we also account for the worst-case scenario from an interference
standpoint. Specifically, as stated in Section 3.3.1, we do not incorporate any capture effect (i.e., we consider
an infinite capture threshold), meaning that all collisions result in the loss of colliding data packets regardless
of their respective power levels or the type of collision (partial or total).

All the KPIs introduced in Section 3.4 are numerically evaluated as a function of different input parameters.
All results have been obtained by averaging over NS simulations of duration TS. Simulation parameters, if not
otherwise specified, are reported in Table 7. Specifically, for simplicity, we assume that all UEs are multiplexed
within the same bandwidth B = 25 GHz, centered in the carrier frequency fc = 300 GHz and the bit rate can
be computed as Rb = B log2(M) = 50 Gbit/s, since we are considering a 4-QAM modulation scheme. While
this assumption may influence the numerical results, the primary objective of this deliverable is to provide an
initial assessment of network optimizations and MAC procedures for THz-based networks (where both mesh
and star topology are considered). Consequently, we will defer more refined considerations to the subsequent
version of the deliverable.

In the following, we present numerical results pertaining to both THz-based star and mesh networks for indus-
trial environments.

3.5.1 Performance of a THz-based star network

To assess the performance of a THz-based star network, we consider GBS = 25 dB. This implies that in both the
Robopac-Aetna and Bi-Rex layouts, all UEs have an SNR ≥ SNRth, indicating they can directly communicate
with the BS. Consequently, data packets are lost only due to MAC layer issues, such as collisions with other
data packets. Based on this, it is possible to directly evaluate the success probability at the MAC layer, pmac, as
the ratio between the average number of data packets successfully received at the MAC layer of the BS, and
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Figure 61: Network throughput at the MAC layer, S , as a function of the number of UEs, N, the MAC protocol
(either Slotted or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex).

the total number of data packets transmitted by the UEs.

We start the analysis with Figure 60, where the pmac, is portrayed as a function of the number of UEs, N, the
MAC protocol (either Slotted or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex). As expected,
the decreasing trend of pmac is confirmed. Moreover, Slotted Aloha outperforms Unslotted Aloha due to the
halving of the contention window. However, it is noteworthy that the Bi-Rex layout contributes to performance
enhancement. This is attributed to the wider environment compared to the Robopac-Aetna pilot line (see
Section 3.2.3), resulting in longer propagation delays that enhance the success probability. In essence, it is
more probable that UEs transmitting data packets simultaneously would not collide, as the BS receives them
at distinct time intervals. This result demonstrates that the design of MAC protocols at THz frequencies should
also account for propagation delays.

Then, Figure 61 shows the network throughput at the MAC layer, S , as a function of the number of UEs, N,
the MAC protocol (either Slotted or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex). As well-
known from the Aloha theory, there exists an optimum value for network throughput based on the offered traffic
(in this case, we are just varying the number of UEs). This holds true for Unslotted Aloha but not for Slotted
Aloha, as it can accommodate a larger number of UEs — more than 50 — due to its superior performance in
terms of success probability, and thereby the optimum point is not visible for this MAC protocol.

By focusing on the Unslotted Aloha performance, it can be seen that such optimal condition is observed
to be lower for the Robopac-Aetna layout w.r.t the Bi-Rex one, owing to the increased collision probability
resulting from lower propagation delays. In particular, the dual effect stemming from reduced propagation
delays provided by the Robopac-Aetna scenario — a heightened collision probability alongside a decrease in
overall transmission time — introduces a tradeoff. Notably, this causes a reversal in the network throughput
trend when N ≥ 30, that is, the network throughput is higher for the Robopac-Aetna layout when the number
of UEs is lower than 30.

Additionally, it can also be seen that, despite Unslotted Aloha exhibiting a lower success probability, it outper-
forms Slotted Aloha. This is attributed to its lack of synchronization, leading to prolonged timings that have a
more detrimental effect.
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Figure 62: Average latency, L, as a function of the number of UEs, N, the MAC protocol (either Slotted or
Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex).

Figure 63: Average energy consumption, E , as a function of the number of UEs, N, the MAC protocol (either
Slotted or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex).

Figures 62 and 63 conclude the performance analysis of our THz-based star network by showing the average
latency, L, and average energy, E , as a function of the number of UEs, N, the MAC protocol (either Slotted
or Unslotted), and pilot line layout (either Robopac-Aetna or Bi-Rex). As expected, in both cases, there is
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Figure 64: Success probability, ps, for the Unslotted Aloha protocol as a function of the number of UEs, N, and
the network architecture (either star or mesh).

an increasing trend with the number of UEs due to the higher number of collisions that in turn cause more
retransmissions.

When examining latency across both pilot line scenarios, the Unslotted Aloha emerges as the optimal MAC
protocol due to its lack of synchronization. Furthermore, the reduced propagation delays associated with
the Robopac-Aetna layout contribute to additional latency reduction, which nevertheless never exceeds 3 mi-
croseconds.

When considering average energy consumption and the Unslotted Aloha MAC protocol, as expected, it is
evident that the increased number of retransmissions inherent in the Robopac-Aetna scenario leads to a higher
E compared to the Bi-Rex layout. This is because the uncoordinated nature of this protocol results in higher
power consumption due to retransmissions of unsuccessfully received data packets, compared to those caused
by the longer WAIT state characteristic of the Bi-Rex scenario. In contrast, the Slotted Aloha MAC protocol
performs worse because of its time slots, which results again in significantly longer BO and waiting times.
Additionally, the Bi-Rex scenario exhibits higher average energy consumption for Slotted Aloha due to the
greater impact of causing higher propagation delays.

3.5.2 Performance of a THz-based mesh network

In this section, we focus on the Unslotted Aloha protocol because on average it exhibits better performance
than the Slotted one, as previously shown in Sec. 3.5.1. Specifically, for mesh networking, we consider the
proposed flooding-based extension of Unslotted Aloha described in Sec. 3.3.2. We evaluate the performance
of our proposed THz-based mesh network in terms of success probability, ps, network throughput, S , average
latency L, and average energy consumption E , comparing them with that of the star network. To ensure a
fair comparison between the two network architectures, we consider the Robopac-Aetna pilot line layout and
GBS = 14.5 dB, meaning that half of the UEs are positioned in machines directly connected to the BS (i.e., the
SNR ≥ SNRth), and the other half of the UEs are not connected. In particular, we set the requirement on the
success probability at PHY layer, pphy = 0.9 and we derive the SNRth according to what is explained in Sec.
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Figure 65: Network throughput at the MAC layer, S , for the Unslotted Aloha protocol as a function of the number
of UEs, N, and the network architecture (either star or mesh).

Figure 66: Average Latency, L, for the Unslotted Aloha protocol as a function of the number of UEs, N, and the
network architecture (either star or mesh).

3.2.4.

We start the analysis with Figure 64, where the success probability, ps, is portrayed as a function of the
number of UEs, N, and the two network architectures (either star or mesh). Examining the ps values for a
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Figure 67: Average Energy Consumption, E , for the Unslotted Aloha protocol as a function of the number of
UEs, N, and the network architecture (either star or mesh).

specific number of UEs in both the mesh and star network setups, it’s apparent that the mesh outperforms
the star. This difference arises because, in the star network, half of the UEs remain unconnected to the BS,
resulting in communication failures. Conversely, in the mesh network, all UEs broadcast their data, enabling
neighboring devices within their coverage area to successfully receive it, provided they are in a reception state
(either in BO or awaiting ACK after data transmission). The proposed flooding-based solution ensures reliable
data reception by the BS, even from UEs that can not directly communicate with it. This difference becomes
particularly evident with 2 UEs, where the ps in the mesh solution is double that of the star, as one UE in the star
network never successfully transmits to the BS. As the number of UEs increases from 2 to 10, the ps values
for the star network remain almost constant, close to 0.5. This is because only half of the UEs successfully
transmit their data to the BS, leading to a low number of data collisions at the MAC layer. On the contrary,
in the mesh network, the implementation of flooding-based Unslotted Aloha leads to an increase in protocol
overhead due to the data sent in broadcast to allow forwarding by other UEs. Consequently, as the number of
UEs increases, ps decreases because the number of collisions at the MAC side increases. Despite this, the
mesh solution provide better performance in terms of ps than the star, even for 10 UEs.

Then, Figure 65 shows the network throughput at the MAC layer, S as a function of the number of UEs, N,
and the two network architectures. The graph shows an increasing trend of S as the number of UEs increases,
both for the mesh and the star solution. Since the number of UEs in the network is low, the optimal value of
the network throughput will be achieved for a higher number of UEs than 10, as can be seen in Fig. 61, for
the basic Unslotted Aloha protocol, i.e., star topology, and Robopac-Aetna layout. Furthermore, the trend is
reversed from that obtained in Fig. 64, where the performance of the mesh network in terms of ps overcomes
that of the star. In this graph, in fact, it is observed that the network throughput of the star network is higher
than that of the mesh, because the former is characterized by a lower protocol overhead (BO time is lower,
as explained in Sec. 3.3.1), no forwarding, and therefore on average the BS successfully receives a higher
number of data packets. Despite this, we remark that, in the star network topology, only half of the UEs can
directly communicate with the BS, and thus the advantage gained in terms of network throughput in the star
should be considered with the understanding that this solution does not provide the possibility for the BS to be
able to receive data from all UEs (thereby not satisfying their requirements), contrary to what happens in the
mesh solution.
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Figures 66 and 67 conclude the performance analysis of our THz-based mesh network by showing the average
latency, L, and average energy, E , as a function of the number of UEs, N, and the two network architectures. In
both the two cases, there is an increasing trend with the number of UEs due to the higher number of collisions
that in turn cause more retransmissions.

Focusing on Figure 66, it is evident that L is always higher in the mesh network compared to that of the star
network because a UE generally takes longer to successfully transmit data to the BS. Firstly, this is because
the BO duration is typically longer in the mesh network to allow a UE to receive at least one data packet from
other UEs. Secondly, a UE acting as a relay must first send an ACK to the transmitting UE before forwarding
the reception, along with the buffered data, to the BS. Both factors clearly cause longer latency values.

Conversely, Figure 67 shows that E is higher in the star network. This is because half of the UEs are never
able to successfully communicate with the BS, leading them to repeatedly attempt to transmit each generated
packet until reaching the maximum number of retransmissions before discarding it. In contrast, in the mesh
network, UEs not directly connected to the BS can successfully transmit their data through other UEs acting
as relays, resulting in lower retransmissions and thereby a reduced energy consumption.

3.6 Architecture design for the simulation of RIS-based mesh networks

The performances of the THz-based star network and the THz-based mesh network, previously shown, are
achieved by considering a simple narrowband channel model, which takes into account the SNR at the receiver
(see Eq. 87). Therefore, this section presents the concept behind a much more comprehensive and accurate
PHY layer model that incorporates the following key features:

• Wideband Channel Model: The model considers the frequency-dependent characteristics of the wire-
less channel, providing a more realistic representation of the propagation environment compared to
narrowband models.

• Agnostic Approach: The simulator can effortlessly accommodate both NF and FF propagation condi-
tions, allowing for the evaluation of network performance in various deployment scenarios.

• Interference Modeling: The simulator computes SINR as KPI, which considers the interference be-
tween each UE and not only the noise, providing the possibility to predict and analyze the impact of
signal interference on network performance.

• RISs Integration: The simulator includes the presence of RISs in the scenario. This feature enables
the evaluation of network performance by exploiting the alternative paths created by RISs within the
environment, effectively acting as an additional forwarding strategy.

• Beamforming and Diversity Gain: Our simulator focuses on a Single Input Multiple Output (SIMO)
system implementation, where these techniques can be applied at the receiver to enhance the received
signal power and counteract fading effects.

By studying the quality of the links from the above PHY layer perspective, it is possible to consider the impact of
these more realistic features on the MAC scheduler evaluation. In this way, the MAC simulator can have more
accurate information about the links between UEs-BSs and effectively manage the allocation of resources,
optimizing efficient data transmission.

3.6.1 Analysis of the simulator architecture

This section then provides a high-level overview of the PHY simulator architecture that implements the above
concept. More detailed information about the parameter definitions, models used by the simulator and results
will be presented in the next deliverable.

Table 8 summarizes the objects that the simulator can manage within the scenario. Each object is defined using
3-D coordinates. While UEs utilize a single antenna element because the simulator considers a SIMO system,
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UE BS RIS OBSTACLE ADDITIONAL
PARAMETERS

3D centroid po-
sitions [m]

3D centroid po-
sitions [m]

3D centroid po-
sitions [m]

3D centroid po-
sitions [m]

Bandwidth [Hz]

Transmission
Power [dBm]

Rotation Offset
[°]

Rotation Offset
[°]

Obstacle length
[m]

Carrier fre-
quency [Hz]

Active Sub-
channels

Number of an-
tenna elements

Number of an-
tenna elements

Obstacle width
[m]

-

- Antenna ele-
ments spacing
[m]

Antenna ele-
ments spacing
[m]

Obstacle height
[m]

-

- Lattice Lattice - -
- Noise Figure

[dB]
- - -

Table 8: Input parameters of the physical layer simulator.

BSs, and RISs can be oriented and configurated with multiple antenna elements, with different antenna spacing
and lattice, such as uniform linear array (ULA) or UPA. The simulator utilizes the geometrical information of
the elements within the environment to evaluate the LOS or NLOS status for each link connecting UEs, active
RISs, and BSs. Then, it computes the end-to-end channel vector, considering the free space propagation
between each transmitting and receiving antenna element. Finally, the simulator calculates the SINR, for
each UE, employing two diversity schemes at the receiver: Minimum Mean Square Error (MMSE) and MR
combining. The MMSE technique is particularly suited for scenarios where interference presence needs to
be carefully considered, offering a robust solution to mitigate its impact on signal quality. On the other hand,
MR combing focuses on maximizing the SNR, optimizing reception performance without including interference
considerations. By exploiting these channel modeling and SINR calculation techniques, the MAC simulator
can achieve a more accurate assessment of network performance, enabling informed decision-making and
efficient resource allocation.

3.6.2 Integration between physical and MAC layer simulators

As previously mentioned, the purpose of this PHY layer simulator, developed in MATLAB, is to interface with
the Python-based MAC layer simulator to provide more realistic results. To effectively integrate these two
simulators, a structured approach is essential and is described in the following.

The PHY layer simulator is modularized into two MATLAB functions that the MAC simulator can call from
Python. Figure 68 illustrates the simulation flow:

(i) The MAC simulator calls the MATLAB “Initialization” function, which is designed to be executed once.
It retrieves the scenario parameters from a “.mat” file generated by the MAC simulator (1), sets up the
scenario for the PHY simulator, and saves the workspace into a “.mat” file (2). This file establishes the
MATLAB global variables environment for the subsequent function by loading it. Additionally, the function
returns details regarding the angular sectors covered by each RIS (3).

(ii) The Python-based MAC simulator, collects UE details, information about the obstacles, and optimal
configuration for active RISs (4) (5). It can then invoke the main function “Physical Layer Simulator” (6),
which considers updated inputs and global variables (7) to calculate the SINR for each UE-BS link (8).
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Input scenario (.mat):
• BSs and UEs
• RISs
• Obstacles

Output for the RISs:
• Sectors Covered

• Update UE parameters
• Update obstacle positions
• Set RIS configurations

SINR
(Output)

Initialization (function)

Global variables (.mat)

Physical Layer
Simulator
(function)

Scheduler Decision-Making

MAC Layer

PHY Layer

1

2

3

4

5

6

7

8

9

Figure 68: Simulation flow

(iii) On the MAC layer side, the simulator uses the accurate indicators of SINR to evaluate the network level
performance (9).

It is important to highlight that the MAC simulator can set up a cyclic invocation of the second MATLAB function
(5-9) for each transmission. This approach enables dynamic scenario monitoring and eases the evaluation of
how MAC scheduler decisions influence the PHY layer. By incorporating this iterative process, the simulator
can continuously assess and adapt to changing conditions, such as variations in traffic patterns and channel
quality, thereby improving its overall effectiveness in analyzing network performance over time.
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4 Conclusions
The results presented in this deliverable can be summarized as follows. We firstly investigated the theoretic
performance of a RIS-aided scenario in a factory environment. We then improved the system model by con-
sidering RF impairments on RIS-based networks at THz, and we also considered a multi-carrier approach
employing passive metaprisms. In the second part of the deliverable, we proposed a network-level analysis
at THz frequencies for the real factory floors of Robopac-Aetna and Bi-Rex. Specifically, we considered four
KPIs (Success Probability, Network Throughput, Latency, and Energy Consumption) and compared the perfor-
mance of two network architectures (star and two-hop mesh) and two MAC protocols (Slotted and Unslotted
Aloha). Notably, the MAC protocol design accounts for propagation delays, which play a significant role at
these frequencies. Additionally, we proposed an innovative flooding-based extension of the Unslotted Aloha
MAC protocol to enable mesh networking. These results are presented in the worst-case offered traffic con-
dition and as a function of (i) the industrial environments, which have been meticulously modeled in terms of
dimensions and obstacles, and (ii) the number of UEs (each UE is assumed to be mounted on different assets
of industrial machines).

4.1 Results and lessons learned

Numerical results reveal that:

1. when considering RIS-aided scenarios, the RIS size increases (in the order of tens of thousands ele-
ments) as the carrier frequency increases in order to offset the loss due to the indirect propagation paths;
in this context, it is also important to evaluate the directivity features of the RIS to compensate for the
path loss;

2. when focusing on the achievable throughputs, the most crucial parameters, in order to achieve signifi-
cant performance and to limit the penalty gap between direct and indirect links, are represented by the
antenna gains at the BS and the RIS;

3. when exploiting the spherical model to achieve spatial multiplexing in a RIS-assisted scenario, placing
the RIS close to the BS is the optimal choice for achieving highest capacity, which appears in the re-
gion with the highest number of eigenchannels used, while the sensitivity analysis with respect to UE
displacements exhibits that this region is also most prone to significant drops in capacity;

4. when considering the RF impairments, phase errors at the RIS are shown to highly impact the perfor-
mance of the spectral efficiency and the choice of the modulation order;

5. the use of frequency-selective surfaces, called metaprisms, can be employed to cover areas in NLoS
conditions with the BS or as a transmitted antenna array in LoS conditions. Unlike RIS, they do not
require any power supply, signaling overhead, and are of low complexity while still achieving the same
performance in terms of coverage;

6. metaprisms can also be utilized for localization applications, where a user or target is in NLoS conditions
with the BS, and the metaprism is used as a passive reflector to assist the BS in the localization task;

7. when considering intelligent surfaces at THz, only the ad-hoc configurations of the RIS allows for a
decent reconstruction of the reference image, also noting that the accuracy and resolution of the re-
constructed image can be significantly enhanced when optimizing the transmitted waveform from the
transceiver to appropriately illuminate the RIS;

8. when considering MAC protocols, Slotted Aloha ensures a higher success probability due to the halving
of the contention window. However, considering network throughput, latency and energy consumption,
the unsynchronized nature of Unslotted Aloha, i.e., lower waiting times, makes it the superior MAC
protocol;

9. in terms of quantitative results, using the Aloha MAC protocol at THz frequencies results in average
network throughputs of a few tens of Gbit/s and average latencies of less than 3 µs, even in crowded
networks with 50 UEs, that is compatible with many requirements of industrial applications;
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10. when considering real industrial environments, the Robopac-Aetna and Bi-Rex scenarios result in di-
verse network performances due to variations in distances and, consequently, propagation delays.
Specifically, a trade-off exists: higher propagation delays increase the likelihood that simultaneous trans-
missions arrive at the receiver at different times, at the cost of longer transmission times. Clearly, the
Slotted Aloha MAC protocol is more affected by the latter downside, leading to poorer performances
in wide industrial environments (like Bi-Rex). However, these considerations confirm that propagation
delays should be taken into account in the design of MAC protocols at THz frequencies.

11. as far as the network architecture is concerned, the proposed MAC protocol for mesh networking out-
performs the Unslotted-Aloha MAC protocol for a star topology in terms of success probability because
it also provides access to UEs that cannot reach the BS, that is, UEs located in far machines. Addition-
ally, UEs do not waste energy in retransmitting data intended solely to the BS, as this may not always
be possible due to coverage issues. However, the star network offers higher network throughput and
latency performance than the mesh solution because of the lack of control plane overhead to enable
data forwarding to the BS and lower waiting/idle times, at the cost of having UEs that never successfully
transmit to the BS.

4.2 Future work

The objective of this deliverable was to present the opportunities offered by the exploitation of smart environ-
ments within multi-goal mesh networks at THz frequencies. To do so, the deliverable has followed a two-part
structure, which has mirrored typical layered architectures: one part for the physical layer algorithms and stud-
ies and one part for the MAC and network layers algorithms. Each part has developed a simulator. Future
work, which will result in the Deliverable 4.4, will be organized to follow two convergent paths:

1. build on the knowledge accumulated and on the lessons learned to further improve the proposed algo-
rithms;

2. harmonize the two parts to give consistent answers on the potentials of smart sensing and propagation
in THz industrial networks.

A specific point of attention is represented by the two simulators. In this case, the goal of the future activity is to
compare results, harmonize different contributions/settings, and eventually share data among the simulators,
to provide a comprehensive multi-layered approach, including a PHY layer model that incorporates smart
propagation environments and RISs, along with the proposed MAC layer and network-level tools.
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